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ABSTRACT

A toolchest of modules useful for 3D object recogni-
tion, and in particular for face and gesture recogni-
tion, based on color image and depth map data, is
currently being developed. Using the early versions
of these modules, a prototype face recognition ap-
plication has already been built. Our results so far
have indicated that our goal of an a�ordable desk-
top or even embedded face recognition system with
robust and reliable performance using a novel cheap
3D camera subsystem based on the CCLA method
(Color Coded Light Approach) is well within reach,
and that the extra depth map information that is
available in this case can signi�cantly aid in simpli-
fying and speeding up this application, which can
help enhance many real-world surveillance, security
and HCI (Human-Computer Interface) systems.

1. INTRODUCTION

Face recognition is an area which has received
increased attention during the last decade. It
now seems to be reaching a stage of maturity
in terms of performance and cost, that will al-
low the widespread application of systems in-
cluding a face recognition component. Some of
the most important landmarks in the history of
this area include the FERET international face
recognition competitions that took place in the
last decade, and several standard methods that
have been developed including PCA (Principal
Components Analysis) techniques (MIT), and
elastic graph matching (Ruhr-Uni Bochum), as
well as the emergence of commercially available
software (such as FaceIt etc.) [1],[2].

In this paper we describe a face recognition
system developed in the framework of the EU
HiScore project. The main novel element of HiS-
core is the use of an a�ordable CCLA 3D+colour
camera. Here we will describe our system, and
show how the extra depth and colour informa-
tion available is exploited.
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Figure 1: Face Recognition System Architecture

2. OVERVIEW OF THE SYSTEM

The input to the system is a color image to-
gether with an associated depth map taken by
the camera subsystem. The system can be used
in two modes: authentication and recognition.
The output of the system is either a binary an-
swer when the system is used for authentication
of an a priori known person (i.e. this IS George
or this IS NOT George), or in the case of recog-
nition, the code of the nearest person of an a
priori given face set together with a reliability
estimate (i.e. out of the known faces this is most
probably GEORGE with a 0.75 safeness factor).

Several types of recognition (or authentica-
tion) engines are considered, along with a num-
ber of variations to incorporate the extra 3D and
colour data available. A PCA based approach is
already working, as well as a simple 1D HMM
based engine, and elastic graph matching tech-
niques are considered, also in order to provide
the authors with hands-on experience with these
systems.

Something worth stressing here, that is well-
known to everybody that has been involved in



face recognition, is the importance of the stages
performing image recti�cation and normaliza-
tion, preceeding the actual recognition engine.
Thus, image preprocessing, face detection and
segmentation, facial feature extraction, pose com-
pensation, illumination compensation and face
parameterization stages have been created, and
their prototypes are already operational (see 1).
Here, again, the extra 3D+colour information
available is very useful: as an example, facial
feature extraction is greatly simpli�ed by the
use of 3D curvature, skin colour segmentation
simpli�es face detection etc.

3. IMAGE PREPROCESSING AND

FACE SEGMENTATION

The images taken from the HISCORE 3D cam-
era are expected to have holes due to occlusions,
noise and other artifacts. The purpose of the
image preprocessing module is to apply image
conditioning by means of simple �ltering opera-
tions, and more sophisticated hole covering tech-
niques.

The aim of the face segmentation module is
to locate faces in the image. What this face re-
gion that is segmented should contain depends
on the further stages. The module should also
cope with small partial occlusion of the face,
people wearing glasses or having beards etc. The
output of the module is a list of candidate image
segments with high probability of being faces.
Here, we have developed a module based on
skin colour segmentation as well as one based on
PCA and maximum likelihood detection meth-
ods (see[7]) ,and are currently developing HMM-
based modules for face detection and segmenta-
tion.

4. FACIAL FEATURE EXTRACTION

AND POSE COMPENSATION

A face candidate image is the input to the facial
feature extraction stage. The output is a struc-
ture containing the estimates of the positions of
certain useful face points, including nose, eyes,
the point immediately below the nose and above
the mouth etc.

Here, we are currently using a technique based
on local extrema of gaussian and mean curvature
of the depth map, and a priori knowledge of the
allowable geometry of the extracted points [3].
However, we are also developing a module based
on symmetry and attentional �xation points [4],
probably complementary to the curvature mod-
ule. Some results from the curvature based mod-
ule are shown in 2.

Figure 2: Facial Feature Extraction Results

Figure 3: Pose Compensation Results

The aim of the pose compensation module
is to calculate a rigid transformation that aligns
the 3D-face surface with a prede�ned face pose
(e.g. a frontal facing head). This transforma-
tion is calculated as a function of the positions
of the facial features found by the facial feature
extraction module. Based on this transforma-
tion, and camera calibration parameters, warp-
ing of depth and colour images and associated
segmentation mask is performed. An example
of the attained pose compensation is shown in
3.

A thorough review of some aspects of pose
compensation can be found in [5]. Some inter-
nal implementation problems that have been ad-
dressed here also deal with adaptive �ne-tuning
of parameters, obstructed area reconstruction,
accuracy of compensation estimation etc.

5. ILLUMINATION COMPENSATION

The aim of this module is to compensate for
the e�ect of the illumination on the colour im-
ages. A simpli�ed lighting model is assumed.
This consists of a distant directional di�use light
source (this is similar to the daylight coming
through a window), while the object surface is
assumed to have Lambertian re
ection proper-



ties. This assumption, although idealized, turns
out to be a fairly realistic approximation of many
surfaces including human skin. Making the above
assumptions, the rendering equation is:

I(x,y)=Io(x,y)(a+d n(x,y) L)
where I(x,y) is the intensity image, Io(x,y) is

called the surface albedo, and it represents the
deviation in re
ectance properties due to pig-
mentation or markings on the surface, n(x,y) is
the surface normal computed from the depth im-
ages, L is a 3D vector representing the direction
of the light, and a,d are scalars that are propor-
tional to the contribution of the ambient and
di�use illumination on the surface.

We simplify the problem by assuming a sur-
face with constant albedo, taken to be equal
to the mean skin-colour. After the illumina-
tion model parameters have been estimated the
illumination compensated image is easily com-
puted. Assuming that the environmental light-
ing conditions do not change, estimation of the
illumination model may be performed only once
and not for every captured image frame.

6. FACE RECOGNITION AND

AUTHENTICATION

The eigenface technique was proposed by Turk
and Pentland [6] for the purpose of face au-
thentication and recognition. The application
of PCA for face authentication and recognition
is very simple: the Principal Component Anal-
ysis is performed in a well-de�ned set of images
of human faces and a set of M principal com-
ponents (eigen-vectors) is obtained. The train-
ing set consists of the images of K di�erent per-
sons. Every person is represented by a prede-
�ned number of di�erent images, in which var-
ious expressions and slightly di�erent poses are
captured. It is often desirable to additionally
use images in which people have di�erent make
up and hairstyles, wear or not wear glasses etc.,
in order to overcome the problems that the afore-
mentioned variations in human face appearance
could cause accurate authentication. The num-
ber M of the principal components can be chosen
dynamically depending on the database of face
images. It is usually smaller than the number
NT of the images of the training set.

Given the eigen-faces, every face in the data-
base can be represented as a vector of weights;
the weights are obtained by projecting the im-
age into eigen-face components by a simple in-
ner product operation. When a new test im-
age whose identi�cation is required is given, its
vector of weights also represents the new image.
The identi�cation of the test image is done by lo-

Figure 4: The �rst 3 color and depth eigenfaces

cating the image in the database whose weights
have the smallest Euclidean distance from the
weights of the test image. It has been observed
experimentally, that this approach is fairly ro-
bust to changes in lighting conditions, but de-
grades quickly as the scale changes. Intuitively,
this is explained by the signi�cant correlation
present between images under varying in illu-
mination conditions and the low correlation be-
tween face images at di�erent scales. One way
to overcome and eliminate the resulting problem
is to apply the detection algorithm in linearly
scaled versions of the test image as described
in detail in the previous section. Of course,
all faces in the database, including those in the
training set must be uniformly scaled.

Since there will always be one person in the
training sample, minimizing the Euclidean dis-
tance regardless of the fact that the person on
the new image may not belong to the training
sample, we must impose the constraint that the
minimum distance is smaller than a prede�ned
threshold. This way we avoid the possibility of
a face outside the database is mistaken for one
within it. The threshold separates the images in
two categories: those of people belonging to the
database set and those of "strangers".

Up to this point, the eigen-faces technique
for face authentication, was applied only on grey-
scale or colour images of faces. The use of 3D
information supplies additional features for face
authentication, and thus as the experimental re-
sults show, enhances performance of authenti-
cation algorithms. The eigen-face technique de-
scribed above was extended to also handle depth
maps. The depth map and one front view of
each person are read lexicographically, so that
the vector that represents the image has the



following arrangement: R G B Depth R G B
Depth. Of course for the success of the partic-
ular technique an accurate alignment between
the depth map and the corresponding colour
image is required. The three �rst color and
depth eigenfaces when a combination of depth
and colour information is used, are shown in 4.

At this stage, we already have prototypes of
PCA and HMM based engines. However, we
are considering several variations in the above
themes, such as LFA (Local Feature Analysis)
[8], several 2D embedded HMM variants [9] etc.
Also, the partial use of neural networks is un-
der consideration, for example for parts of the
classi�cation problem (see the future work para-
graph).

7. FUTURE WORK

Future work, apart from the re�nements required
to everything mentioned above, will evolve in
the following directions:

Modules for classi�cation of faces according
to gender, race or other identi�able features such
as hair color, eye color etc. (see for example [10])

Expression compensation, which probably will
also include some form of expression classi�ca-
tion as a byproduct.

Creation of a standard face database taken
from the HiScore camera or at least with quality
similar to that expected from our camera, has
started. This database consists of pictures with
predetermined intraclass variation (i.e. di�erent
poses, expressions, lighting conditions etc.)

Techniques for storage, maintenance and up-
dating of the known database of persons is a
problem under consideration. For example, sev-
eral papers exist on themes such as sequential
KL-basis extraction, merging and splitting eigen-
models etc. ([11]). Extensions and practical
considerations for these methods are being de-
veloped, for the case of PCA engines. Also, sev-
eral other techniques can be used in the case of
HMM engines.

Quantitative evaluation of the performance
of our system, using FERET-type and post-FERET
methodologies ([12]).

8. CONCLUSION

A compact and a�ordable real-world face recog-
nition system is being developed, which is robust
to intra-class variations, and which e�ectively
exploits the 3D data that is available from the
novel structured light cameras. The �rst results
seem very promising, and justify our conjecture

that the depth map information can signi�cantly
aid to simplifying the implementation and en-
hancing the performance of a face recognition
system as a whole.
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