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Foreword

A Situated Conversational Assistant (SCA) is a system with sensing, acting and speech
synthesis/recognition abilities, which engages in physically situated natural language
conversation with human partners and assists them in carrying out tasks. This book
addresses some prerequisites towards an ideal truly cooperative SCA through the de-
velopment of a computational model of embodied, situated language agents and im-
plementation of the model in the form of an interactive, conversational robot. The pro-
posed model produces systems that are capable of a core set of situated natural language
communication skills, and provides leverage for many extensions towards the ideal SCA,
such as mind reading skills.

The central idea is to endow agents with a sensor-updated "structured blackboard"
representational structure called a Grounded Situation Model (GSM), which is closely
related to the cognitive psychology notion of situation models. The GSM serves as a
workspace with contents similar to a "theatrical stage" in the agent’s "mind". The GSM
may be filled either with the contents of the agent’s present here-and-now physical situ-
ation, or a past situation that is being recalled, or an imaginary situation that is being de-
scribed or planned. Furthermore, the GSM contains descriptions of both physical (such
as objects) as well as mental aspects of situations (such as beliefs of others). Most im-
portantly, the proposed GSM design enables bidirectional translation between linguistic
descriptions and perceptual data / expectations.

To demonstrate viability, an instance of the model was implemented on a manipu-
lator robot with touch, vision, and speech synthesis/recognition. The robot grasps the
semantics of a range of words and speech acts related to cooperative manipulation of
objects on a table top situated between the robot and human. The robot’s language com-
prehension abilities are comparable to those implied by a standard and widely used test
of children’s language comprehension (the Token Test), and in some directions also sur-
pass those abilities. Not only the viability but also the effectiveness of the GSM proposal
is thus demonstrated, through a real-world autonomous robot that performs compa-
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rably to those capabilities of a normally-developing three-year old child which are as-
sessed by the token test.
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Chapter 1

Introduction

This chapter starts with an introductory section, where at first very briefly five main
aspects of this thesis are presented1:

Vision - which main ultimate purpose this work serves

News - the performance and achieved novelties of the implemented system

Contribution - what are the main contributions of this thesis in terms of their type:
theories, architectures, methods, implemented systems etc.

Salient Idea - what is the main salient idea underlying this thesis (Grounded Situation
Models - GSMs), and what are some defining characteristics of GSMs

Steps - A summary of the main steps of this piece of work

Then, the chapter proceeds, with a section where the ultimate vision of this the-
sis: cooperative Situated Conversational Assistants (SCA), is discussed in depth. Sub-
sequently, three highly relevant notions are introduced, which form a contextual back-
ground from the existing literature: Symbol Grounding, Situated Language, and Situa-
tion Models. Then, a discussion of the reasons why current NLP subsystems fail to sim-
ply "plug-and-play" with vision and motor control subsystems and build SCA’s follows
in this chapter; this discussion will also provide motivation for the subsequent introduc-
tion of Grounded Situation Models (GSMs) in chapter 4. Finally, we will conclude this
chapter with a roadmap to the structure of this thesis document.

1.1 Vision, Contribution, News, Salient Idea, Steps

1.1.1 Vision of this thesis

The ultimate vision of this thesis is simple to state:

1This enumeration of aspects of a piece of scientific work into Vision, Steps, News, Contributions, and
Salient Idea is one of the central themes taught by Patrick Henry Winston in his "Human Intelligence
Enterprise" course at MIT.
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• Building truly cooperative Situated Conversational Assistants (SCAs)

- and I will soon explicate the meaning of this term and discuss it in depth in section
1.2.1.

1.1.2 Contributions of this thesis

This ultimate vision has demonstrably become closer to realization through the main
proposal of this thesis, the proposal of:

• Grounded Situated Models (GSMs)

- and the biggest part of this text will be devoted to the detailed description of this
proposal, which contains:

• Motivation and Requirements for Grounded Situation Models (chapters 1 and 4)

• An explicit computational model: A customizable Representation, together w as-
sociated Processes (chapter 5)

• A modular Implementation Architecture (chapter 5)

• An Implemented System: Ripley the Robot (chapter 6)

• Quantitative and Qualitative Evaluations and a proposal for multi-level evaluation
of SCAs (chapter 7)

• A discussion of the relation and side-benefits of GSMs to prominent AI, cogsci,
and semantics theories - including a proposal for empirically sound semantics
(chapter 8)

• A discussion of future extensions which could form an outline of a multi-year re-
search program (section 9.1)

Furthermore, this text also contains, among others:

• A rough method for designing GSM-based systems (appendix D)

A more detailed listing and discussion of the contributions of this thesis can be found
in section 9.2.1.

1.1.3 News - What have GSMs proven they can do?

So - even before we see what GSMs exactly are - what have we proven they can do? In
short - GSMs have enabled Ripley the Robot (figure 1-1), a manipulator robot living on
a tabletop populated with objects and equipped with vision and speech synthesis and
recognition, to exhibit three novel abilities as compared to the state-of-the-art of con-
versational robots (see section 6.5.1), and to exhibit language comprehension abilities
that are comparable to those implied by a standard and widely used test of children’s
language comprehension (the Token Test for Children - see section 7.4), and in some di-
rections also surpass those abilities. In layman’s terms, GSMs have enabled Ripley to go
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Figure 1-1: Ripley the robot, human partner, and objects on a table

from being a somewhat "dummy" robot, that could only handle simple action requests
about object that are currently visible from its viewpoint, to a more "intelligent" robot
- that can imagine, remember, and entertain uncertainty, which is closer to becoming a
truly cooperative Situated Conversational Assistant.

But, how dummy was Ripley before, and how much better is he now - and most im-
portantly, what do we mean by imagining, remembering, and entertaining uncertainty?
Again, nothing serves better as an introduction, than a real-world example:

Consider Ripley in his infancy - quite some years ago - as demonstrated in the video
which can be found at [Hsiao2003]. Back then, all that Ripley was capable of doing was
responding to commands such as: "Find the green beanbag" or "Find the top beanbag"
- and tapping the requested object with his mouth. Furthermore, if an object was on the
table but out of his field of view - it could not be referred to, even if he had seen it there
before. Ripley had no clue in what bodily configuration it was or where the human was
or what he was doing - it just knew about the objects on the table, and only those that
met its eyes. Ripley did not remember anything about the past, and Ripley could only re-
spond to simple commands - no question answering, no entertaining of uncertainty, no
possibility of getting information about the situation through a human utterance such
as: "Hey, Ripley, there is a blue ball on your left!".

Now consider Ripley recently - after his system was redesigned on the basis of GSMs
- as demonstrated in the video which can be found at [Mavridis and Roy2006b]. For ex-
ample, Ripley is now able to perform in the following way:

PART I: Answering questions
[Ripley, human user, table with a red object.Ripley looks towards the top of his table,

where a red object resides]
(H1) Human: Where is the red one?
(R1) Robot: At the top.
(H2) Human: Look at the center.
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(R2) Robot. OK!
[The robot looks at the center. The red object is not in view for the robot anymore.

The robot sees a green object at the center of the table, which it had not seen before]
(H3) Human: Where is the red one?
(R3) Robot: Most probably at the top.
[The robot has reduced its confidence]
(H4) Human: What color are the objects?
(R4) Robot: One is red, and the other is green.

PART II: Imagining and verifying/updating through the senses
(H5) Human: Imagine a blue object on the left!
[Note that here this has the semantics of: "There is a blue object on the left!" The

blue object is not visible yet - the robot cannot view the area where the imagined object
should reside. However, we can still refer to it, answer questions etc.]

(R5) Robot: OK
(H6) Human: Where is the blue one?
(R6) Robot: Most probably at the left.
(H7) Human: How big is the blue one?
(R7) Robot: I have no idea.
(H8) Human: Look at the left!
[Now, the previously imagined blue object becomes visible - and the robot can now

know more precisely where it is, how big it is, and what shade of blue it is. Notice, that
there exists also the case that there was no object there or that there was an object with
an unfitting description - this would have been noticed too]

(R8) Robot: OK
(H9) Human: How big is the blue one?
(R9) Robot: Small.
[Before the robot had no idea, now it knows it is small]

PART III: Remembering, referring to events
(H10) Human: How big was the blue one when your head started moving?
(R10) Robot: I had no idea
[The robot goes back to "when his head started moving", remembers, and answers]
(H11) Human: Where was the red one when the green one appeared?
(R11) Robot: Most probably at the top, but maybe not.
[Yet another gradation of certainty]
(H12) Human: Thank you.
(R12) Robot: You’re welcome! ;-)
[good robots have good manners]

Thus, indeed Ripley can now:

a) Imagine parts of situations when hearing appropriate utterances, and later verify /
update the imagined parts through sensory information,
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b) Remember past situations and answer questions about them, and

c) Entertain and express multiple gradations of uncertainty and possible alternative
situations.

Of course, the robot can arguably do so at a rudimentary level - but a significant part of
this text will be devoted to descriptions of the achieved extent, the generality, and the
scalability of the proposed approach. Notice that all three of the above capabilities are
novel as compared to other state-of-the-art conversational robots, as will be discussed
in section 6.5.1. Also notice that in our system, the meaning models of the adjectives
("red", "small") and verbs ("pick up") can in principle be learnt through examples - and
we will again explicate further later (section 8.3.1).

Currently, the robot even surpasses the abilities demonstrated by the above real sce-
nario - it can also detect human hands, indexical pointing, human interactions with
objects, speak two languages, and more. And most importantly, the central claim that
follows is that: The GSM proposal has been strategically instrumental in attaining all
these capabilities, and can furthermore be applied to other SCAs (not only Ripley), and
also provide a systematic method and a path for further surpassing the current capabil-
ities (see chapter 9).

1.1.4 The Salient Idea - Grounded Situation Models

Here I will try to introduce the main salient of idea of Grounded Situation Models through
a comic interlude, through which the three notions of external reality, situation model,
and embedded situation model are introduced. This ideas will be discussed and defined
in more depth later - here, a gentle and hopefully comic conceptual introduction is all
that is desired. Then, I will provide a list of defining characteristics for Grounded Situ-
ation Models - i.e. what characteristics should a Grounded Situation Model minimally
possess, in order to be called so.

Consider the following example of a situation, depicted by the comic in figure 1-2:
Imagine that in a couple of years, after Ripley the Robot becomes melancholic due

to prolonged loneliness, we decide to build a significant other for him: Ms. Ripley. The
first robot wedding takes place, and a dreamy life starts for the couple. Of course, to-
gether with rights always come responsibilities - and one of those responsibilities which
no husband should ever forget is to remember his wife’s birthday - and express his re-
membrance through a present worthy of her value for him (anyone of the readers that
has forgotten it in the past should need no further explanation of its importance ;-)).

The situation that has arisen on this very important day (Ms. Ripley’s birthday), is
depicted in figure 1-2. Notice that are three depictions of the situation within the figure:
first, the unbubbled version at the bottomleft - a depiction of external reality, or "the
situation as is" in imprecise layman’s terms. Fortunately for him, Ripley being equipped
with a RAID array, nttp, and a prioritized multitasker, he has not forgotten this most
important day, and thus apart from the couple and the table, we can also see a small
(but precious!) present that he bought that lies on the table, waiting to be offered and
opened. However, notice that, because yesterday the couple was playing battleship, a
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Figure 1-2: Ms. Ripley’s birthday - depictions of: external reality, Mr. Ripley’s situation model,
and Mr. Ripley’s estimate of Ms. Ripley’s situation model (embedded within his situation model)

barrier exists on the table, which enables visibility of the present for Mr. Ripley, but ob-
structs visibility of it for Ms. Ripley, who seems to be quite unhappy. But enough about
"the situation as is" - now let us ask: what is the subjective model of the situation that
Mr. and Ms. Ripley possess? Traditional comic semiotics have reserved the "bubbles"
for such models - and indeed, within the main bubble, we can see a partial depiction of
the situation model possessed by Mr. Ripley. In very imprecise layman’s terms, the infor-
mation depicted within the bubble, is similar to what we call a "situation model" - which
we will define more precisely soon. Notice that within the "bubble" there is also another
"bubble": it is Mr. Ripley’s model of Ms. Ripley’s model of the situation - an estimated
model, based on his knowledge of her and the situation. Such "situation models within
situation models" we shall term "Embedded Situation Models" in this thesis. Notice the
difference in contents between Mr. Ripley’s model and his estimate of her model: know-
ing that she cannot view the present because of the occlusion by the barrier, he has not
included the present in his estimate of her situation model’s contents. Such differences
in content are extremely useful: they might motivate inform statements - and thus, Rip-
ley has good motivation to announce that "There is a present for you behind the barrier!"
and turn her tears into a kiss.

So far we have introduced External Reality, Situation Models, and Embedded Situa-
tion Models. The next thing to notice is that situation models can be fed through mul-
tiple modalities: through vision, touch, proprioception, as well as through speech - for
example, when listening to fairy tales. Having introduced these terms, one can proceed
and ask many relevant questions: What form and contents do human situation models
have? What is a suitable representation for situation models for robots, and associated
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processes that operate on them, accomplishing for example updates on the basis of sen-
sory or linguistic evidence? How can we build cooperative conversational robots around
situation models? Is there a systematic way to design such things? What are the impli-
cations of the GSM stance for prominent theories in semantics and AI?

In this thesis, we will try to provide answers to some of the above questions, through
what we shall term the Grounded Situation Model proposal, which consists of all the
parts listed previously in this foreword. But before we proceed to the main text, we will
try to attempt to clarify one central question: what are GSMs? What are some desirable
characteristics / requirements for terming something a GSM?

Desirable Characteristics of Grounded Situation Models

Below follows a list of desirable characteristics of Grounded Situation Models, which can
be thought of as a loose definition for them. These characteristics are not independent,
and in many cases possessing one will be dependent on possessing others in the list:

• GSMs should be customizable amodal representations2, together with associated
processes, which (in layman’s terms) act as a "theater in the head" filled with de-
scriptions of present, past or imagined situations.

• GSMs should be able to be fed through information arising from multiple modalities,
including vision and speech, and their contents should be able to provide param-
eters for both speech and motor actions.

• GSMs should enable bi-directionality between sensing and language: sensory- de-
rived situations should be translatable to linguistic descriptions, and linguistic de-
scriptions to sensory expectation.

• GSMs should be accompanied by a set of explicated standardized processes, which
perform basic operations on them: content updates on the basis of sensory evi-
dence, matching of sensory evidence with sensory expectations etc.

• GSMs should break down situations into the ontological types that are implied by
the worldview of natural languages (the "folk ontology"): situations should break
down to agents and objects, the agent descriptions should have both a physical
and mental part, the physical part can be broken to subparts, subparts have prop-
erties etc.

• GSMs should contain representations for "me, you, others": i.e. the self, the sit-
uational partners, and the relevant passive objects (whenever these exist in the
situation under consideration)

• GSMs should also contain "embedded GSMs" within the mental part of the de-
scriptions of agents.

• GSMs should be able to handle uncertainty and represent multiple possible alter-
native hypothesis about the state of a situation.

• GSMs should be able to handle past situations, by storing moments of past situa-
tions and parsing moment sequences into discrete events.

2For an explication of the sense with which the term "amodal" is used here, see section 4.3.
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As we shall see, the GSM proposal presented in this thesis has produced models
that fulfill the above desirable characteristics. Due to the interdependencies among the
above characteristics, during the derivation of the GSM (later in chapter 4), we will later
start by focusing on two desiderata, which correspond to the "folk ontology" and "bi-
directionality" characteristics listed above, as these two desiderata, effectively "gener-
ate" the above list.

1.1.5 Steps

Below follows a discussion of the main topics and steps taken in this thesis - a concise
summary:

A Situated Conversational Assistant (SCA) is a system with sensing, acting and speech
synthesis/recognition abilities, which engages in situated natural language conversa-
tion with human partners and assists them in carrying out tasks. Examples of such
systems include robotic helping hands, intelligent car computers, or even interactive
theater lighting controllers. The ideal SCA should be truly cooperative: it should not
need a constant command stream but would be able to often behave autonomously, and
thus it should be able to coordinate plans with the human partner and change plans in
real-time. However, in existing systems, several prerequisites of fluid cooperation with
humans have not been yet achieved. Such prerequisites include capabilities for natural
interaction using situated natural language, as well as a capacity for context-dependent
human intention recognition and real-time activity coordination.

This thesis addresses the above prerequisites through the development of a compu-
tational model of embodied, situated language agents and implementation of the model
in the form of an interactive, conversational robot. The proposed model produces sys-
tems that are capable of a core set of natural language communication skills, and pro-
vides support for extensions enabling intention recognition and activity coordination
skills. The central idea is to endow agents with a sensor-updated "structured black-
board" representational structure called a Grounded Situation Model (GSM), which is
closely related to the cognitive psychology notion of situation models. The GSM serves
as a workspace with contents similar to a "theatrical stage" in the agent’s "mind". The
GSM may be filled either with the contents of the agent’s present here-and-now physical
situation, or a past situation that is being recalled, or an imaginary situation that is being
described or planned.

Two main desiderata drive the design of GSMs. First, they should parse physical
situations into ontological types and relations that reflect human language semantics.
Second, GSMs should enable fluid bidirectional translation from sensation-to-language
and language-to-action. The proposed three-layer hierarchical GSM design satisfies
both desiderata.

In order to satisfy the first desideratum, the GSM contains representations of the self,
the agent’s communication partner, and salient passive objects that form the physical
common ground. The representations of the self and communication partner contain
descriptions of both the physical (body parts and properties) as well as the mental (be-
liefs and desires) aspects of them. These representations are hierarchical - for example,
the physical starts at the level of composite objects, which break down to simple objects
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and their relations, which in turn break down to a set of lowest-level nodes representing
properties (color, shape etc.).

Towards the second desideratum, the contents of each lowest-level node "ground
out" to three layers of representation. The first layer ("stochastic layer") contains a
multi-dimensional continuous probability distribution over property values, encoding
information in a form suitable for interfacing with sensory subsystems. The second layer
("categorical layer") contains a uni-dimensional discrete distribution over verbal cate-
gories, encoding information in a form suitable for interfacing with language subsys-
tems. The third layer ("continuous layer") contains a single multi-dimensional continu-
ous value, which can provide single-valued action parameters for motor control subsys-
tems. These three layers enable the desired bidirectional translation: verbally described
"imagined" objects and events can be augmented / verified through sensory informa-
tion and vice-versa.

Apart from specifying the representation, a set of basic processes is proposed. These
perform elementary GSM operations, such as matching sensory evidence with GSM
contents, updating the contents with recent sensory or linguistic information etc.

To demonstrate the viability of the proposed GSM design, an instance of the model
has been implemented on an interactive manipulator robot. The robot integrates hap-
tic and visual perception with motor control to engage in situated spoken conversation
with human communication partners. The robot grasps the semantics of a range of
words and speech acts related to cooperative manipulation of objects on a table top
situated between the robot and human. Compared to state-of-the-art conversational
robots, the robot exhibits three novel abilities: handling of inform speech acts regard-
ing the situation, verbalization of gradations of uncertainty, and handling of references
to past events. The robot’s language comprehension abilities are comparable to those
implied by a standard and widely used test of children’s language comprehension (the
Token Test for Children), and in some directions also surpass those abilities. Not only the
viability but also the effectiveness of the GSM proposal is thus demonstrated, through a
real-world autonomous robot that performs comparably to those capabilities of a normally-
developing three-year old child which are assessed by the token test.

1.2 The Vision: Situated Conversational Assistants (SCA)

Here we start with a definition of SCA’s, followed by some examples. Later, the ideal SCA
is envisioned, and some prerequisites towards such an SCA are discussed. Finally, our
proposal towards fulfilling some of the prerequisites is briefly touched upon.

1.2.1 What is an SCA?

A Situated Conversational Assistant (SCA) is a system with sensing, acting and speech
synthesis/recognition abilities, which engages in physically situated natural language
conversation with human partners and assists them in carrying out tasks.
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Figure 1-3: Some helper robots - existing or under development: Roomba, Elvis, Robonaut

1.2.2 Examples of SCAs

Numerous applications await for the development of adequately capable SCAs. One
might envision robotic lab assistants, that can assist with assembly tasks: for example,
the robotic platform Ripley [Roy et al.2004] which is used in this thesis was designed with
that ultimate purpose in mind. Household helpers that can do more than current sys-
tems such as the vacuum-cleaner "Roomba" are another domain of application. Robotic
helpers for space assembly tasks, such as NASA’s "Robonaut" project would benefit from
advances in SCA technology. Finally, many more systems with less anthropomorphic
"bodies", such as cars, theater lights [Juster and Roy2004], affective robotic computers ,
and even virtual agents could use similar SCA "engines".

1.2.3 Marginally qualifying SCAs

If one relaxes the requirements of the given definition of SCAs, then numerous exam-
ples of such systems are already in wide commercial use. By relaxing the requirement
of speech recognition, while limiting sensing to push-buttons and acting to simple ser-
vos/valves, then various ATMs / ticket selling-machines as well as gas stations could
marginally be called "SCAs". However, the point to notice is that such machines most
often have very limited domains of application, a very inflexible and machine-centric
cycle of interaction (usually having single-initiative dialogues), and no capabilities of
learning / adaptation.

1.2.4 The ideal SCA

Moving from the existing to the ideal, one would expect an ideal SCA to perform compa-
rably to a human assistant, for a wide variety of skills. Here, the notion of a "cooperative
assistant" as contrasted to a "dummy tool" becomes central. But what are some main
dimensions of difference between the two?

Here, we propose three main dimensions of difference: autonomy, user-adaptation,
task-relevant as well as situated knowledge (figure 1-4). As a first illustrative example,
consider a human faced with the task of writing his name on a paper, and two possible
tools in order to accomplish it: a calligraphy pen (passive, dummy tool), and a trained
calligraphy artist (human cooperative assistant). The passive tool, the calligraphy pen,
has no autonomy - it needs continuous control by the human - every minute movement
has to be dictated by manipulating your hand posture and pressure. Furthermore, the
calligraphy pen does not adapt to the human - in contrast, the human has to learn how
to use it, and adapt to its particular needs. Regarding knowledge, the calligraphy pen
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Figure 1-4: Dummy tool vs. Cooperative assistant

does not possess any dynamically updated information about the human, the objects it
interacts with, as well as the task: it might only epiphenomenally "know" through the
tool designer’s choices. Now consider using a trained calligraphy artist (human cooper-
ative assistant) for the same task: you just have to say "please write down my name on
this paper" and the human will autonomously execute your command, adapting to your
name and to the surface of the paper, while having task-relevant knowledge (through
calligraphic training) as well as situated knowledge (regarding the state of his own body,
the commanding human, the paper in front of him and the pen he has at hand etc.).

As a second example, let’s examine a slightly different case: a human helping me
out with cooking - an example which compared to the first offers a more balanced co-
operative scenario, requiring continuous interaction and shared re-planning. Here, the
assistant achieves coordinated autonomy: when my friend and I are preparing lentil
soup, I do not need to command every move he makes: I might be washing the lentil
while he might be cutting the onions, without me supervising / commanding any move
he makes. He might even have decided to deal with the onions just by seeing me take
the lentil, without any explicit "overall" command from my side. Also, he would have
adapted to quite a variety of choices of order or style of task execution from my side.
Furthermore notice that the human assistant is dynamically monitoring me, the objects
involved in cooking, and keeping track of the current state of the task - in total contrast
to a "dummy" screwdriver. Finally, he can change plans in case of an unexpected out-
come or in case I change my mind.

Of course, between the calligraphy pen (dummy tool) and the kitchen helper friend
(truly cooperative assistant - the ideal SCA), there exists a whole continuum of interme-
diate cases. The architecture and implementation presented in this thesis lies some-
where in between in the tri-dimensional space created by the difference dimensions-
and as we will see (in chapter 9), provides significant leverage for extending further to-
wards the direction of the ideal SCA.
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Figure 1-5: Some prerequisites for better SCAs

1.2.5 Prerequisites for better SCAs

But what are some prerequisites for creating SCAs that exhibit true cooperation? Here,
we propose that such prerequisites include capabilities for natural interaction using sit-
uated natural language, as well as a capacity for context-dependent human intention
recognition and real-time activity coordination.

Again, consider the cooking assistant case as an illustrative example:

First, numerous different types of natural language interactions take place (figure 1-
5). Commands are given ("pass me the dish") or questions asked ("where is the lentil?"):
both are traditionally viewed as REQUESTS under speech act theory [Searle1969] (The
first being a request for a motor action to be taken, the second for a speech action).
Apart from REQUESTS, INFORM acts also take place ("the lentil is behind you") as well
as PROMISES ("I will prepare the sauce"), and even DECLARATIONS ("We call this sauce
béchamel"). The ideal SCA, should be able to produce and comprehend all the above
species of natural language interactions.

Furthermore, often non-linguistic devices are also used for similar purposes. For
example, indexical pointing is often employed in conjunction with speech ("There!" or
"This one").

Also, apart from explicit statements of declaration of intention ("Now I want the
dishes to be cleaned"), intention is often silently inferred by observing actions that nat-
urally belong to specific plans given the situational context. For example, when I see my
assistant looking at the tomatoes that are within my reach, I might easily have guessed
that he needs them for the salad he will prepare.

Finally, my assistant and I fluidly orchestrate our moves and take turns, with or with-
out verbalised action coordination. (For example, I might be awaiting for the pieces of
garlic that my assistant is cutting, and keep adding them to my mix whenever they ar-
rive).
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Figure 1-6: Some different types of natural language interactions, classified by speech act

1.2.6 How to fulfill the prerequisites?

Having started from the definition of an SCA, having envisioned an ideal SCA, and hav-
ing proposed some prerequisites for such an SCA, what is needed now is a starting point
for the design of such a system.

The approach taken here will rely on the previously presented central salient idea,
namely the notion of a "Grounded Situation Models" (GSM). In short: Grounded Situa-
tion Models are "structured blackboards" representing current / past / imagined situa-
tions. The GSM serves as a workspace with contents similar to a "theatrical stage" in the
agent’s "mind". The GSM may be filled either with the contents of the agent’s present
here-and-now physical situation, or a past situation that is being recalled, or an imag-
inary situation that is being described or planned. In layman’s terms, the GSM is very
roughly similar to the "bubble in the head" that one finds in comic strips:

In subsequent chapters, we will motivate GSM’s through multiple pathways as well
as derive their overall architecture through two explicit desiderata (chapter 4), and pro-
pose specific representations, processes, as well as a modular architecture for their im-
plementation (chapter 5), which will are also demonstrated in an implemented real-
world robotic assistant (chapter 6).

But how does this help in designing SCAs? A rough sketch of a design method will be
described later (appendix D), and an example derivation of a design will be discussed.
The method starts by translating a behavioral specification of an SCA into a specific
structure of a GSM, essentially specifying what aspects of the situation in which the
SCA is embedded have to be noticed. The method also specifies which processes must
minimally exist in order to "connect" the GSM to senses and actions. Later, the whole
SCA is built around the GSM. Thus, there are two main stages in the design method:
from behavioral specification to GSM, and from GSM to SCA by "building around" the
centrally-located GSM. More details in appendix D.
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Figure 1-7: GSM as a "bubble in the head": Photo of "external reality" containing Robot, Hu-
man and Object, and depiction of corresponding GSM "bubble" with partial depiction of GSM
contents

1.3 Relevant Notions: Symbol Grounding, Situated Lan-
guage, Situation Models

In this section, three key background concepts are going to be introduced: symbol ground-
ing, situated language, and situation models. All three of these concepts are crucially
involved in the proposed method of designing SCAs. In chapter 2, we will revisit these
concepts in view of the semiotic triangle, that will also provide a unifying picture.

1.3.1 Symbol Grounding

Any system of symbols, if isolated from the physical world, cannot escape becoming
circular. For example, consider a modern dictionary of English. Each word is defined
in terms of other words. The entry for "apple" will be built up from other words such
as "fruit", "tree" etc. But then, what does "apple" mean to me, if I have no knowledge
whatsoever of "fruit" or "tree"? This question lies exactly the heart of the symbol ground-
ing problem [Harnad1990], and is also central to the highly-relevant Chinese-room ar-
gument [Searle1980]. Unfortunately, most traditional NLP systems, even those aiming
towards semantic representations, suffer from this problem.

For example, consider one classic method for representing meaning in traditional
NLP: semantic networks, such as wordnet [Fellbaum1998]. Semantic networks are es-
sentially graphs, where the vertices roughly represent concepts (synonym sets in word-
net), and the edges represent typed relations, such as category membership (IS_A), HAS_A
etc. Then, a small part of the giant graph containing all concepts, centered on the vertex
"apple", might look like (figure 1-8):
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Figure 1-8: Part of a semantic network - "apple" IS_A "fruit", "apple" HAS_A "kernel"

So, what is the meaning of "apple" here? First of all, we have cut down numerous
other edges that might be attached to the "apple" vertex. Also, an important question
arises: should we not include edges originating from "fruit" or "kernel" in the meaning
of apple? How far should we go? Where do we stop? The similarity with the dictio-
nary definition case should be obvious. Again, in this case, one can only define "apple"
in terms of other concepts: "fruit", "kernel". Even worse, the total meaning of apple
contains all other concepts in the graph3. Furthermore, any such attempt towards ex-
pressing meaning is bound to be circular and enclosed within the system: one only gets
the relation of the meaning of "apple" with the meaning of other concepts within the
system, and one can never escape the system in order to define the meaning of "apple"
in terms of other, non-conceptual or non-linguistic stuff.

The SCAs described in the proposal presented in this thesis, overcome this prob-
lem, by connecting the spoken or heard words to sensory data and actions, effectively
"grounding" the meaning of their symbols to the world. In this respect, this thesis forms
part of a wider body of research, which is not centered on SCA’s, but which attempts
to solve the symbol grounding problem by grounding words in perception and action,
and for a review the interested reader is referred to [Roy2005]. Furthermore, notice that
here, for the case of the SCA’s proposed in this thesis, the words do not directly connect
to the world: in most cases the intermediary is the GSM of the SCA. For example, the
word "apple" will first connect with the appropriate object within the situation model of
the agent (GSM), and then secondly the GSM object will connect to the external world,
mediated by the senses. More on this "indirect" grounding will be given in the context
of the semiotic triangle in chapter 2.

Having discussed the motivation behind language grounding, a number of questions
naturally follow: first, if we have to ground the meaning of words to something external
to words (i.e. not words themselves), what should this external thing be? Second, what
are the limits of this approach? Can we cover the whole of natural language, and if yes,
how? We will delve into a deeper consideration of these questions in chapter 8, where
we will introduce various possible "meaning spaces" (section 8.1.1), and also propose a

3This is essentially a consequence of the phenomenon known as semantic holism.
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Figure 1-9: Example of "indirect grounding": the word "apple" first connects with the appropri-
ate object within the mind (the situation model of the agent), and then secondarily the mental
object connects to the external world indirectly, mediated by the senses

three-step long-term plan for covering the whole of natural language (section 8.1.3).

1.3.2 Situated Language

Although we may eventually want robots that can converse about a range of abstract
topics, a natural starting point is to develop means for robots to talk about their im-
mediate physical and social context. This parallels the development of semantics from
concrete to abstract domains in child language acquisition [Snow1972]. Thus, in the
proposed systems, language about directly observable and manipulable objects (sit-
uated language) preceeds language about distant and imagined situations or abstract
concepts. For example: Understanding the utterance "this apple" which are being ut-
tered by somebody sitting on a table on which there is an apple, falls within the realm
of situated language. On the other hand, understanding "imagine a democracy without
voting" definitely falls outside - it is concerned with imaginary situations (not current)
and involves abstract concepts such as "democracy". Humans indeed comprehend the
first of the above statements much before the second during their development.

This gradual progression of linguistic abilities, i.e. starting from utterances about the
here-and-now, and moving towards more spatiotemporally detached and abstract ut-
terances (about the past, about imagined situations etc), is not only evident in humans,
but was also manifested in the stages of our development of the robotic system Ripley that
is presented in chapter 6 4. In its initial stages [Hsiao2003] the robot was only able to
understand language about the here and now, and specifically language that was fur-
thermore constrained by direct accessibility to its senses (no internalized "map" of the
environment containing persistent objects was available at that stage of the develop-
ment of the robot - words connected directly to sensory signals). Later, in the stage
described in [Roy et al.2004], the robot became able to speak about persistent objects
that were recently seen but were not directly visible any more because the robot was
currently looking elsewhere (through a representation which we back then had called
a "mental model", a predecessor of the GSM, which provided indirect grounding). Fi-
nally, in the currently implemented GSM-based system [Mavridis and Roy2006b], the
robot is able to understand and speak about the present (accessible or not), the past,
and even about imagined situations. In this way, the discrete and designer-imposed

4of course, the development here was discrete and designer-imposed and not continuous and natural
as is the case in humans.
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stages of the development of the robot Ripley, roughly aligned with the empirically ev-
idenced progression of linguistic abilities of humans from the "here-and-now" to the
further spatiotemporally detached, and the imaginary5.

But what are the implications and requirements of situated language? In order to get
a better understanding of these, consider partners engaged in a collaborative building
task. The partners will often refer to physical objects that are available to them, their
locations, and their properties. Each person knows about the objects through percep-
tion, can act upon the objects through manipulation, and can talk about the objects
that are present. But then perception, action, and language are aligned by the structure
of the physical environment. However, when trying to build an artifact such as a con-
versational robot, we must address a basic challenge: how should different subsystems
such as visual perception, motor control, and language interface with each other? This
question will re-appear as one pathway providing motivation for the GSM proposal in
chapter 4.

1.3.3 Situation Models

In the cognitive science literature, various experiments have tried to address the nature
of the representations that are created during human story understanding ("situation
models" in [Zwaan and Randvansky1998]), as well as mental inference ("mental mod-
els" in [Johnson-Laird1983]). Also, Marvin Minsky has briefly touched upon "mental
models" in his well-known "Society of Mind" [Minsky1988], and also in the more recent
"Emotion Machine" [Minsky2006].

Basic evidence for the existence of situation models

One of the classic results that has led to the kind of research reviewed in [Zwaan and
Randvansky1998] is that the representations involved are neither image-like nor lists of
verbal propositions, but are organized along dimensions corresponding to story space,
time, protagonist, causality etc., and not their real counterparts (space, time etc. of the
actual narration - not the story).

For example: imagine that person S narrates a story to person H. The story is: U1:
"After a long day of work, John entered his studio, and left his umbrella next to the door."
U2: "He ran to the bathroom, to perform his ritual nightly cleansing of his face, in order
to remove all the coal and dirt that he had accumulated during his long day of work at
the mines." U3: "He then went to his sofa, grabbed the remote, and turned on his TV"

Now imagine the following two cases:

C1) After U2, H is asked a question about the umbrella, and reaction time is measured.

C2) After U3, the same question is asked to H, and again RT is measured.

Interestingly enough, the availability of information regarding the umbrella is higher
after U3, then it is after U2. But why is this the case? If the story was internally repre-
sented in H in some form where the time of the actual narration was a main axis, as

5Also look at section 8.1.4, where the levels of detachment from situatedness are discussed in more
detail.
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would for example be the case if the story was represented through strings of the ac-
tual words heard, then one would expect, that as the word "umbrella" was heard more
recently at the temporal instant after U2 as compared to the temporal instant after U3,
then the word "umbrella" should be more available after U2 then after U3. But if the
story is represented in some different form, where the token corresponding to the um-
brella is connected to other information not in terms of the actual time of the narration,
but in terms of story space and time, then it might be the case that because in story
space John is closer to the umbrella (in the same room) after U3 as compared to after U2
(where he is in the bathroom), the umbrella becomes more available for recall after U3
and not after U2.

Thus, through the body of research reviewed in [Zwaan and Randvansky1998], we
have evidence that story space, time, protagonist and so on form the main organiza-
tional axis of the "situation model", i.e. the internal representation that is formed dur-
ing story understanding. Furthermore, there is evidence that the same representations
that are invoked during story understanding are also used for situated language com-
prehension, this time "filled in" through data derived not only through language, but
also through the senses.

Definitions, components, and levels for Zwaan / Randvansky’s "Situation Models"

In their latest overview of the theory, which is available at [Zwaan2006], the authors offer
the following definition of a situation model:

"A situation model is a mental representation of a described or experienced situation
in a real or imaginary world"

In their listing of situation model components, they propose four primary types of
information composing situation models:

1. A spatial-temporal framework (spatial locations, time frames)

2. Entities (people, objects, ideas, etc. )

3. Properties of entities (color, emotions, goals, shape, etc. )

4. Relational information (spatial, temporal, causal, ownership, kinship, social, etc. )

These components are roughly aligned with those proposed here, with the follow-
ing though differences: First, in the GSM proposal, the spatial framework does not exist
as a separate entity; positions are just one more property of entities6. Second, in our
proposal, abstract "ideas" cannot directly populate the GSM as entities7; they can either
populate the GSM through exemplary concrete situations, or can by analogy be "objec-
tified". Also, notice that there is no explicit notion of "embedded situation models"8

6See section 5.1.3, 6.3.
7See section 8.2.3.
8See section 5.1.1.
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in the Zwaan / Randvansky proposal: for example, goals of other agents become just
properties of them, while embedded recursive models have special treatment and form
a central aspect of the GSM proposal.

Having seen the situation model components proposed by Zwaan and Randansky, let
us now briefly visit their proposal for levels of representation within situation models.
They assume that there are three levels of representation:

1. Situation model (event-specific)

2. Episodic model (coherenent sequences of events)

3. Comprehensive model (a comprehensive collection of episodes)

In the GSM proposal, all three levels are addressed: the situation-type (termed "mo-
ment") addresses an instantaneous state of the situation, while the history-type9 (con-
sisting of a sequence of "moments" and a list of "events" timelining the moments) ad-
dresses the episodic model as well as the comprehensive model10.

Thus, in conclusion, during its development, the GSM proposal has proceeded along
similar lines of thinking about situation model components and levels of representation
as the current proposal of Zwaan and Randvansky, with the differences mentioned above:
most importantly the no explicit consideration of embedded situation models by Zwaan
/ Randvansky, and the different view on space.

Johnson Laird’s "Mental Models"

On the other hand, Johnson-Laird in [Johnson-Laird1983] has focused on inference through
counterfactual reasoning on similar representations, and not on formation of situa-
tion models during story understanding. He has also provided a rough taxonomy and
overview of mental-models, which again are neither image-like not propositional, and
which might be only be filled by tokens representing directly observable physical at-
tributes, but also by token representing conjectured mental attributes of the situation
under consideration. Thus, Johnson-Laird introduces "embedded" mental models, which
are models of the mental models of others, or even self-reflective models of the self.

Minsky’s "Internal Models"

Finally, Minsky in [Minsky1988] and [Minsky2006] introduces many ideas relevant to
this thesis’s GSM proposal and shares many common views. For example, he speaks
about "world models" (a part of which is indeed the Grounded Situation Model of our
proposal), about "mental models of other humans" and "mental models of the self" that
arise within the "world model" (very much like the "embedded GSMs" proposed here
(see foreword and section 4.2.1), and he also decomposes the models of beings in two
parts (physical / mental realm), while our proposal as we shall see adds one more part

9See section 5.1.4.
10Albeit, without a pre-fixed "segmentation" of episodes within the history - as is assumed by the "com-

prehensive" model.

45



(physical / mental / interface). Most importantly, he also stresses the importance of
the co-existence of a hierarchy of different representations which span multiple levels
of description, from symbolic narrative stories to numerical classifiers - which is also
the case in our proposal (event histories, three layers of GSM (section 4.2.2]), categorical
classifiers etc.). More on the relation of Minsky’s ideas with the GSM proposal can be
found in section 8.5.9.

Conclusion

Thus, overall, the GSMs proposed in this thesis share many attributes with the mod-
els discussed in both of the above two sources - they are neither purely image-like nor
propositional, they contain representations of both the physical as well as the mental,
and they contain "embedded GSMs" representing the estimated GSMs that reside within
the mind of others, as seen from the self, they consist of entities, properties, and rela-
tions, and both instantaneous ("moments") levels as well as episodic ("history") are pro-
vided. However, there exist also some small-scale differences explicated above between
the GSM proposal and the cited work, and also, most importantly, some big differences
between the above proposals and the GSM proposal:

• The focus on building real-world situated conversational assistants for the case of
the GSM proposal vs. human cognitive modelling for the above cited work

• The level of computational specificity of GSMs and the availability of real-world
implementations such as Ripley the Robot

• The fact that the above proposals provide no explicit consideration of the processes
that deal with the bidirectional interfacing of sensory data and linguistic data to
the GSM, which we do here

1.4 Why NLP cannot "plug and play"

Having discussed Situated Conversational Assistants (SCAs), and the three relevant no-
tions of Symbol Grounding, Situated Language, and Situation Models, we will now to ad-
dress an important motivation behind the introduction of Grounded Situation Models
(GSMs): the fact that traditional Natural Language Processing (NLP) techniques cannot
"plug and play" when creating conversational robots - and thus GSMs, as we shall see,
come to fill in the void.

The development of natural language processing technologies and robotics has pro-
ceeded with relatively little interaction. NLP deals with the discrete, symbolic world
of words and sentences whereas robotics must confront the noisy, uncertain nature of
physically embodied systems with sensory-motor grounded interaction. Current com-
putational models of semantics used in NLP are variants of "dictionary definitions",
essentially structured networks of word-like symbols, and thus suffer from the symbol
grounding problem that was mentioned above. It is impossible to directly apply these
NLP approaches in any principled way to endow robots with linguistic skills since the
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underlying theories of semantics in symbol-based NLP provides no appropriate "hooks"
for action and perception. Let us consider some specific examples of problematic cases.

As a first example, consider trying to hook a semantic network such as a subset of
"wordnet" [Fellbaum1998] to the world. The entry for "apple" in wordnet looks like this:
(without following all branches of the subtree)
Sense 1 apple – (fruit with red or yellow or green skin and crisp whitish flesh)

PART OF: apple, orchard apple tree, Malus pumila
What does "red" mean in terms of sensory expectations? What about "green" or "skin"?
All of this information is not encoded in wordnet, it depends on the sensors of the
agent, and has to be learned somehow. Anyway, suppose that we have a vision system
that through exemplars has been trained to recognize "apples". Would this be enough?
Notice that "apple" is a generic - the conversational agent must be able to deal with
specifics, present or past, fictional or true, such as "this apple" or "the small one", "the
apple that you saw yesterday" or even "the apple Eve gave to Adam". But to do so it must
have much more than just a simple visual-classifier-augmented wordnet entry: it needs
structured models of the specific situations within which the referred apple exists, a way
to update the models through sensory or linguistic information, a way to resolve tempo-
ral and object references, a way to quantify and deal with uncertainty, and much more.
All of these, and much more, the proposed GSM-based SCA architecture provides.

But let us continue the above example. Let us suppose now that we are informed
that "a green sphere is behind you", and that we had wordnet and a classifier for "green
spheres" or even maybe a classifier for "spheres" and one for "green things". Can we
readily deal with the requirements of representing the information derived by this state-
ment, in a way that will enable later sensory verification and augmentation, or question
answering ("where is the green one") and physical actuation ("pick up the green one!").
We have wordnet and the two classifiers ("green" and "sphere"). Where do we start? All
the problems stated in the preceeding paragraph still have to be solved, and even more
- for example, one has to deal with the underspecification of language as compared to
sensory evidence. I.e. if we hear that "a green sphere is behind you" we know something
about the color - that it is "green" but we don’t know the exact shade of green it is, which
we would if we could see it. We also know something about the position ("behind you")
but again much less precisely as compared to sensory evidence etc.

From the above examples, it should have become clear to the reader that no "ob-
vious" way of interconnecting existing vision systems with the usual "semantic dictio-
naries" (such as wordnet-style semantic networks) and motor systems exists. This is ex-
actly where the proposed GSM-centric methodology enters the picture: it provides a sys-
tematic approach towards building systems that fluidly integrate language with percep-
tion and action, which furthermore can also be designed in a way that provides testable
quasi-minimality given a behavioral specification (as shown in appendix D). The pro-
posed GSM design is able to provide a viable solution to the problems exposed above,
and also deal with the problem of the underspecification of language as compared to
sensory evidence its triple layered-structure that enables information of differing gran-
ularity (sensory vs. linguistic) to habitate the GSM.
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Figure 1-10: Example of the underspecification of language - all (a), (b) and (c) are valid situa-
tions given "a green sphere is behind you", while (d) isn’t.

1.5 Structure of this document

Below follows an overview of the structure of this document. There are roughly three
parts to this thesis: introductory (chapters 1-2), core (chapters 3-6, including agent
model, GSM representations/processes, implemented system), and extended (chapters
7-9, covering evaluation, systematic design, semantics proposals and reflections, lever-
aged extensions, and conclusion).

In the opening chapter, we will first discuss the vision of truly cooperative SCA’s, and
then introduce three notions from the existing literature that are highly relevant to the
GSM proposal: symbol grounding, situated language, and situation models. Then, we
will address the question of why traditional NLP methods cannot "plug-and-play" with
other subsystems in order to create conversational robots - one large void that GSMs
propose to fill. In Chapter 2, a big-picture viewpoint will be taken, positioning our dis-
cussion within a version of the "Semiotic Triangle", and discussing signs, minds and
worlds.

Having explicated some of the main positions implied regarding descriptions of ex-
ternal "objective" reality, the position of life and purposeful agents within such models,
the notion of "minds" and Cognitive Architectures and the ultimate purpose of minds,
the need for the emergence of internal representations etc. in chapter 2, we will proceed
to the GSM proposal in the subsequent chapters. We will do so by progressively focus-
ing from generals to particulars: starting from generic agent models (Chapter 3), moving
on to a derivation and description of a customizable GSM (which can be thought of as
covering three central representations of the agent model - past / current / future situa-
tion reps, and related processes) in Chapters 4 and 5, to the specific implementation of
a GSM customized for Ripley the Robot and a given behavioral specification in Chapter
6.

In a little more detail: in Chapter 4, the notion of Grounded Situation Models will
be motivated and introduced, and two most important aspects of the GSM proposal
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Figure 1-11: Relationship between the proposed agent-model (Chapter 3) and the proposed
GSM representation (Chapters 4 and 5): Three central parts of the agent model also contain
representations of "situation" type, and the GSM proposal also includes processes for keeping
track of past situations and expecting the future.

(form of representational hierarchy, triple-layered descriptions) will be derived from two
desiderata: NL-like parsing of situations, and bi-directionality between the senses and
language. In Chapter 5, the specifics of the proposal will be explicated: the GSM repre-
sentations, the associated processes, and the modular implementation architecture of
real-world GSM-based SCA’s. Later, in Chapter 6, Ripley the Robot will be presented: an
operational real-world conversational assistive manipulator robot, based on GSM’s.

Subsequently, in Chapter 7, the question of the evaluation of SCAs will be discussed.
Also note that in Appendix D, a rough-sketch of a design method for quasi-minimal
GSM-based SCAs will also be given, and an example of its application discussed. In
Chapter 8, some reflections on current semantic theories and other topics will be given,
on the basis of our experiences with Ripley - this discussion includes, among many oth-
ers, an interesting proposal on empirically sound semantics. Finally, in chapter 9, an
extensive discussion of future extensions readily leveraged by the current system takes
place, together with a concluding section. We hope that reading this text will prove en-
joyable, as well as illuminating and useful for the readers that will invest their time into
studying it.

1.6 Recap

In this chapter, we first started by giving a brief description of five main aspects of thus
thesis: Vision, Steps, News, Contributions, and Salient Idea. Then, we discussed the
vision of truly cooperative SCA’s in further detail. Later, we examined in detail three
notions relevant to the GSM proposal: Symbol Grounding, Situated Langauge, and Sit-
uation Models. After that, we addressed the important motivational question of why
traditional NLP methods cannot "plug-and-play" with other subsystems in order to cre-
ate conversational robots. Finally, we provided a roadmap through the structure of the
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rest of this document.
In the next chapter (2), a big-picture viewpoint will be taken, positioning our dis-

cussion within a version of the "Semiotic Triangle", and discussing signs, minds and
worlds, before we introduce a GSM-based agent model and then motivate and intro-
duce Grounded Situation Models in the subsequent chapters.
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Chapter 2

Signs, Minds and Worlds

In this chapter, we will take a big-picture viewpoint, and position our discussion within
a version of the "Semiotic Triangle" - there, we will discuss models of signs, minds and
worlds. We will start by introducing the semiotic triangle, and by re-examining the previ-
ously introduced notions of Symbol Grounding, Situated Language and Situation Mod-
els, within this new framework (section 2.1).

The purpose of the rest of the chapter will be to serve as a prelude to the proposed
GSM-based Agent Model in the next chapter. The GSM-based Agent Model that will be
introduced in the next chapter is a computational model of an artificial mind, which
connects to the physical world through sensing and acting, and which includes an in-
ternal representation of current, past or imagined situations (the Grounded Situation
Model) as a central component of the mind model. Thus, before introducing the pro-
posed GSM-based Agent Model, we will here provide an initial discussion of related top-
ics, such as: purpose and goals, minds, sensing and acting, action selection, types and
purpose of internal representations, prediction etc.

We will do so by starting from descriptions of "objective reality" in the section named
"models of the world" (section 2.2). Then, we have to relate minds to this picture; we
will do so in two steps: first, we will introduce the concepts of "teleology" (purpose and
goals) and "life" (section 2.3) and relate them to models of "objective reality", and then,
we will move from the "physical" to the "mental", and will talk about "models of minds"
(section 2.4), where the minds under consideration can be either natural or artificial (as
is the case in AI and in our implemented system). Within our discussion of mind mod-
els, we will also specifically talk about internal representation, prediction, and action
selection, and this lengthy section will close with a quick presentation of some existing
models of minds - coming from a variety of directions and addressing differing needs.
Overall, this chapter will provide a proper prelude for the introduction in the next chap-
ter of the overall agent architecture framework within which the proposed GSM-based
Agent Model will be positioned.
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Figure 2-1: Signs, Minds and Worlds

2.1 A Higher View: The Semiotic Triangle

2.1.1 Introducing the semiotic triangle

Taking a higher-level view of the previous sections on Symbol Grounding, Situated Lan-
guage and Situation Models, one can isolate three main realms that participate in the
big picture:

R1) WORLD: The external reality, part of which is the situation in which the speakers are
embedded (roughly equivalent to "physical realm" where real objects and events
reside)

R2) MIND: The mind of the speaker, in which an internal "situation model" reflecting
the external situation resides (roughly equivalent to "mental realm" where inter-
nal concepts corresponding to external objects and events reside, as well as other
"mental stuff", such as intentions etc.)

R3) SIGNS: The communicative signs used (if mainly verbal, then roughly equivalent
to the "linguistic realm" where words, phrases etc. reside)

This "big picture" is now reminiscent of the standard "semiotic triangle"1, and can
be easily aligned with it (figure 2-1).

Let us assume now that we take an idealistic "external observer" view of the world,
being isolated from it but having full visibility (with infinitesimal informational granu-
larity) of it. Then, we could decide to fix:

D1) a method of description of the world (external reality2

D2) a method of description of the mind of the speakers
D3) a method of description of the symbols used

1Usually attributed to Charles Sanders Pierce, although similar ideas go all the way back to Aristotle.
For a wider discussion, see for example [Ogden and Richards1989].

2i.e. "objective" reality in layman’s terms - although the notion of a totally objective reality is of course
an idealized notion, and any realistic description of reality can just be more or less "subjective".
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2.1.2 Symbol grounding, situated language, and situation models, viewed
in terms of the semiotic triangle

Within this new framework, one can re-examine the previously introduced notions of
Symbol Grounding, Situated Language and Situation Models:

Symbol Grounding

The relation between elements of D3 and elements of D1 ("direct physical grounding").
For example: the sign "apple" corresponds to a real object. Alternatively, one could
talk about "indirect grounding mediated by the mind" (from signs to the world through
the mind), i.e. primarily the relation between elements of D3 and elements of D2, and
secondarily the relation between D2 and D1 (see figure 1-9 from chapter 1). In this case,
"apple" corresponds to a thing in my mind, which might in turn have been caused by
the image of an apple falling on my sensors. Notice that under the heavy simplifying
assumptions that:

• there is complete knowledge of the local situation and

• any perspective-dependent subjectivities can be ignored,

then it follows that the relevant elements of D2 (mind) might be idealized as mirror-
ing D1 (external reality) perfectly, and then "direct physical grounding" becomes almost
equivalent to "indirect grounding mediated by the mind"3.

Situated Language

Language about the spatio-temporally local physical situation in which the speakers are
embedded, i.e. the case where we can pretty much talk about "direct physical ground-
ing" in the here-and-now. For example: "this apple is red" referring to a physical apple
in the here and now is a statement of situated language, while "yesterday the sky was
blue" is not, and even more so: "the intricacies of democracy as well as its systematic
abuse by the economic powers will pervert the meaning of this political system as it is
represented in the average mind" is not an example of situated language.

Notice that non-situated language4 is arguably always ultimately based on recall /
combinatorial resynthesis of previous situated experience5. For example, consider: lan-
guage describing a past experience ("yesterday I saw a blue bird"), or an imaginary sit-
uation ("how I would like to live in a spaceship made of chocolate!"). Obviously, what
enables language to detach from the senses and transcend the limits of space, time, and
actual existence is the mediation of the mind6.

3Else, as we shall see, if we undo the simplifying assumptions of complete objective knowledge, the
ExternalReality-to-SituationModel process can be broken down as proposed in section 3.2.1.

4For a proposal of a set of levels of detachment from situatedness, see section 8.1.4.
5For a lengthier argumentation supporting this statement, see section 8.2.5.
6Arguably, reversing the cause-effect relationship, it has been proposed that it might actually be lan-

guage that enables the reshuffling / compositional resynthesis across sensory realms in humans - see for
example [Hermer-Vazquez et al.1998].
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Situation Models

The part of D2 (the description of the mind) that contains the "internally cached" ver-
sions of external reality, and which serves as the primary field for the intermediate repre-
sentation required for "indirect grounding mediated by the mind". These models might
be filled by present / past / imagined situations, for example when talking about the
concrete here-and-now / recalling a past memory / imagining a fairy tale that we hear.

Having assumed the free choice of some description method for D1-D3, we have
nevertheless not specified anything about the method. In order to proceed further, we
must now ask: What are possible / convenient / suitable ways of modeling external re-
ality (D1) / internalized situations (D2) / sign sequences (D3)? Also, a relevant cogni-
tive science question is: how do humans model internalized situations, i.e. what is the
structure of the situation models that humans posses7? Here, I will attempt an initial
exploration of the first question, in order to derive comments useful for the purpose of
this thesis from the answers given.

2.2 Models of the world

Assuming the existence of some at least partially objective "external reality" is a prereq-
uisite for the higher view capacitated by the semiotic triangle. However, at this stage
one might ask: what type of model should one choose for representing external reality
in a computational theory of semiotics? Even before that, one could ask: what different
types and species of such models exist? Here, we will consider some such models, aris-
ing from different directions: first, from physics - starting from a simplistic newtonian
worldview. Then, we will consider a model coming from semantics: possible-world for-
malisms. Finally, we will discuss what the world model implied by the way that natural
langauges describe the world is - the "folk ontology" of the world, in other words8.

2.2.1 A simplistic Newtonian model

Let us start with a simplistic example: a simplified finite point-mass newtonian world-
view - in which, only a finite number of point masses exist in the whole universe, and
they are only under the influence of the newtonian gravitational forces that arise be-
tween them. Some questions and the corresponding answers that can be asked when
considering such a model are:

- What exists?
Primarily, a finite number of point masses. Secondarily, their properties: their po-

sitions, their speeds, maybe also forces, maybe also trajectories if we extend beyond a
single time instant. Due to the nomic interdependencies9, unless one assumes an or-

7In a vein similar to [Zwaan and Randvansky1998].
8Notice that the possible ways of describing external "objective" reality are also options for describing

internalized situations; and indeed in the next chapter we will choose this "folk ontology" of the world
when presenting the proposed representations comprising Grounded Situation Models.

9For example: if we know mass and force, we can derive acceleration, but notice that also: if we know
mass and acceleration, we can derive force etc.
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dering of primary vs. secondary existence, this question is not precisely posed. Thus, a
better question might be:

- What should one minimally know in order to completely specify the state of the
world at a given instant?

In the case of a finite number of objects (N) with point masses, in order to completely
specify the system in a single time instant, one such minimal set of required knowledge
consists of: a set of N 3-D vectors specifying positions, as well as a set of N 3-D vec-
tors specifying accelarations. Of course, this set is not the sole minimal set that would
completely specify the state in a single time instant.

Moving on from a single instant to the whole lifetime of this universe, one might ask:
- What information is enough to uniquely specify the whole lifetime of this universe?
Because of the dependencies caused by the newtonian laws, if one knows completely

the kinetic state of this universe in a single time instant and also knows the masses of
the objects, then he can in principle integrate forward and backward towards all time
in order to predict / reconstruct the whole lifetime. Thus, the set consisting of the po-
sitions, accelarations and masses contains enough information to uniquely determine
the whole unfolding of this universe.

Thus, we have seen a first simplistic example of a model of external reality (Newto-
nian point-mass universe), and touched upon two questions for this model: what ex-
ists? and what should one minimally know in order to completely specify the state of
the world at a given instant / at all times?

2.2.2 Other models of external reality

Now, let us try to briefly move on to other models of external reality, by either relax-
ing some assumptions, and/or exploring different modeling directions. One possible
direction would be to move from a finite to a potentially infinite number of objects. An-
other would be to extend point masses to mass distributions, or extend to different force
fields apart from gravitation. Yet another would be to abandon the idealized "complete"
knower that knows precisely the required information, over all space and all time, and
create a hierarchy (partial ordering) of "incomplete" knowers, who possess partial, am-
biguous and / or noisy information10. Here, some notion of "informational granularity"
might also enter the picture: one might know more "grossly" than another, who knows
more "finely"11. Also, when complete knowledge is not always possessed, or once one
abandons universes with deterministic laws (due to practical or theoretical reasons),
one is forced to entertain multiple possibilities for the present / future. Furthermore,
notions of theoretical or practical computability might impose further restrictions.

Model-theoretic semantics, possible-worlds formalisms

Now let us consider a different tradition: semantics. What are the characteristics of the
world models used in semantics? Usually such models presuppose a world that is made
up of discrete entities (such as individuals), which enter in relations with each other.

10See for example discussion on knowers K1-K4 on page 7 of [Mavridis2005b],
11We will return to this idea in section 3.2.3, when discussing alignment of GSM’s across different agents.
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In the case of possible worlds semantics, there is also a second species of relations -
"modal" accesibility relations, which connect possible states of the world with other
possible states. For example, look at figure 2-2.

Figure 2-2: A fragment from a possible worlds model

In the example depicted in the figure, we do not know whether P holds or not-P
holds. However, we do know in the case that P holds, Q should hold too; while in the
case that not-P holds, Q might hold or not-Q might hold.

What are the difference of such models as compared to a classical physics model for
example? Numerous and important. First, in a usual possible-worlds model, the world
is already discretized into entities (individuals/objects) and relations, which are further-
more usually defined using natural language terms ("Tom", "apple") etc. In contrast,
in the classical physics view, possesing mass distributions does not provide an unam-
biguously defined way to "break down" the world into objects. Second, in a possible-
worlds model, continuous values (which figure prominently in classical physics world
descriptions) are not used; everything is discretized and turned into crisp logical sen-
tences. Third, while classical physics assumes determinism and complete knowledge, a
possible-worlds world description can easily handle partial knowledge and stochastic-
ity. Fourth, while the spatial frame has a primary position within the classical mechanics
worldview, it does not within a possible-world semantics formalism. To recap: inherent
objectification vs. a continuum, crisp logical sentences vs. continuous values, partial
knowledge vs. complete knowledge, stochasticity vs. determinism, and finally no spe-
cial treatment of space vs. primary importance of the spatial frame, are some important
differences between possible-world semantics and classical physics worldviews.

The folk ontology

Yet another direction that one can take is the following: forgetting about the models we
might construct in physics or semantics, what about the folk worldview that is implied
by / embedded in the way that natural languages carve out the world? How does hu-
man language carve out the world? This is the direction that we will take in this thesis,
when crafting an internal representation of situations for Grounded Situation Models
(see foreword and section 4.2.1). But before we attempt to look at some answers to this
question, which we will give in section 4.2.1, we are missing one main prerequisite in
order to do so: the notion of life and purposeful agency, which we will briefly visit in
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the next section, before later presenting models of minds and notions related to such
models: sensing, acting etc.

2.3 Introducing life in models of the world

2.3.1 "Process" vs. "Purpose"-type descriptions

Biological, behavioral and sociological models are vastly different from purely physical
models, as they depend on the introduction of "higher level" notions, that slowly ele-
vate from descriptions of processes or interactions among parts, to the level of function
and most importantly, purpose. What is the difference between "process" and "pur-
pose" in the sense used here? As an example: on the one hand, a Newtonian equa-
tion describes the infinitesimal changes in the state of the world that occurs when time
changes by an infinitesimal amount. This is what I call a "process" law - it is concerned
with changes across neighboring time instances. On the other hand, a "teleological"
(purpose-oriented) law looks is concerned with the longer-range picture - dealing with
time stretches that might ideally stretch to infinity (if the system is left unperturbed). For
example, the "purposeful" view of gravity on earth, is concerned with the steady-state:
gravity "wants" all objects to end up on the ground. Here, we are not concerned with
how this will happen (the exact trajectory, rate of change of position etc.) - only with the
"telic" state. Most "functional" explanations are similar in nature: the purpose of the
heart is to sustain the circulation of blood etc.

Thus, to recap, the first comment made so far was that one can distinguish two
"gross" categories of laws: "process" laws, mechanistically describing the temporal evo-
lution of things, versus "teleological-functional" laws, dealing with purposes of phe-
nomena - "steady-state" results that occur in case the system was left unperturbed. But
how does all this relate to the introduction of life in models of the world?

The "goal hierarchy of life"

My position here is that in order to introduce life in models of the world, one unavoid-
ably will end up moving from "process"-type explanations to "teleological". Any defini-
tion of life will have to call upon some "goal hierarchy" for living organisms. What do
I mean by this term? A short explanation follows. Let us first focus on a single living
being and its bloodline, then to the species where it belongs, and then to life as a whole,
viewed as a unitary being.

A "living thing" is often defined12 as a unity-preserving structure, where the ultimate
"purpose" is the preservation and multiplication of its "structural footprint" across time.
This ultimate goal of preservation of the single living being and its bloodline breaks
down to two subgoals: preservation of the individual and creation of offspring - which

12Many alternative definitions exist, others more specific to already known forms of carbon-based life,
others more abstract and informational: for example, entropy-based arguments. For the purpose of this
exposition, we have chosen to focus on a definition based on "purpose".
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are often contradictory in a limited-resource environment, and thus death of the in-
dividual at a certain age might be beneficial to the (being, bloodline) set as a whole.
Preservation of the individual can in turn be broken down to multiple subgoals, more-
or-less shared across organisms: supplying yourself with nutrients, getting rid of waste,
moving away from dangerous environments etc. Now, let us leave the (being, bloodline)
level, and move up to viewing all life as the all-encompassing unitary living being. Thus,
we also move to the top level of the goal hierarchy: preservation of the (being, bloodline)
is subserved to a higher goal itself; to preservation of life as a whole, where some leafs
of the tree of life might be sacrificed for the sake of the tree - thus, justifying altruistic
actions even outside expectations of personal future return of benefits, or return to the
bloodline or the species. I.e. the "preservation of the individual / replication" level of
the goal hierarchy should be augmented with "helping others", in order to preserve life
as a whole.

This was thus a short description of what I mean by the "shared goal hierarchy of
life"13. Recapping, in a top-down view, and also introducing a species-level:

• Top level: Preservation of life as a whole,

• Species level: Preservation of the species and helping other species,

• Bloodline level: Preservation of the individual/replication and helping other indi-
viduals,

• Personal level: Breaking down to subgoals like finding food, getting rid of waste,
avoiding danger etc.

From goals of life to goals of artifacts

Now let’s move on from living beings to human-made artifacts. In this case, the "goals"
of the artifact are given by the human designer - or at least the intended goals. Again,
notice that ultimately, even this "designer-chosen" purpose of the artifact, should ideally
be finally subservient to the goals of life - the artifact is built through a set of actions of a
living organism (the human designer), that being either misguided or not, should ideally
have attempted to serve the ultimate purpose of life - as any other of his actions14.

2.3.2 The object/purpose "dual" of the semiotic triangle

But how is all this relevant to our original discussion - to the semiotic triangle, to situ-
ated language and so on? My position here is that: once one introduces living beings
(or agency) in the models of the world used in any computational theory of semiotics,

13Notice that the proposed hierarchy has survival of all life (thought of as a unitary being) at the top level,
survival of the individual, replication and helping others at the second, and having enough nutrients,
being away from danger, getting rid of waste etc. at the third. In this respect, the third level is reminiscent
of the lowest "physiological" level of Maslow’s hierarchy of needs [Maslow1943]. However, there are many
differences: for example, Maslow’s hierarchy is centered on the single human; while the goal hierarchy of
life proposed here is centered on the totality of all living beings, viewed as a unitary being, etc.

14Here we are not claiming that all human actions, either consciously selected or not, indeed serve the
ultimate purpose of life, just that ideally they should be subservient to this ultimate goal, which they often
might not be.
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the introduction of the notions of "goal", "purpose", "intention" and the such becomes
almost unavoidable. This actually creates an interesting (although asymmetric) duality -
behind the "original" semiotic triangle, one can imagine a dual triangle where the units
are not anymore "objects" (physical objects, mental counterparts, words) but "parts of
goals".

Referential vs. functional meaning

Let me be a little more specific on this. Consider language: it is often said that utterances
can be seen as having both a "referential" as well as a "functional" meaning. For example,
the referential meaning of the utterance "it is hot in here" is a pointer to a specific aspect
of the current physical situation - more precisely, to the thermal state of the current
situation, that ultimately might refer to the average kinetic speed of the molecules in a
physical model of the world. On the other hand, if this utterance is said in a room with
an air conditioner that is turned off and in the presence of somebody else that can open
the air conditioner, the functional (goal-oriented) view of the utterance might be the
following: by saying the utterance, the speaker acts in this way (moves his lips and vocal
chords) in order to achieve the GOAL of the lowering of the temperature of the room.
This is not achieved directly; the movement of air caused by his utterance will probably
not alter the room temperature significantly - however, it is achieved indirectly, through
the mediation of a listener: the listener, upon listening the utterance, will most probably
turn on the air conditioner15. Thus, while the "referential" meaning of the utterance
deals with a "state" of the situation, the "functional" meaning can be viewed as a "step"
towards a "goal". Of course "goals" are again described in terms of situations - they are
classifiers of situations (classifying them in favorable and unfavorable ones) - and thus
the situation/goal asymmetric duality arises.

A practical application of this goal-oriented viewpoint is exposed in the work of Gor-
niak [Gorniak2005]. Gorniak studied situated language used by human players coop-
erating with each other while playing computer games. The situation in which the hu-
man players were embedded was predefined, and there was track-keeping of the state of
the situation while they were playing. Furthermore, toy-goals were given to the human
(similar to "open the blue chest"), and thus given the simple environment, the set of all
possible plans that led to the satisfaction of the goal could be explored. Thus, in such a
framework, words could be connected to both the physical situation as well as the goals
and plans of the speakers.

15The capacities for action upon them that physical objects have are also called "affordances" [Gib-
son1977] - for example, some of the affordances of an apple include: eatable, throwable, smellable etc.
Extending this concept from passive objects to humans, we have "social affordances" - for example, in the
above example, we are exploiting the social affordance of the listener which deals with his capacity to turn
on machines. Thus the analogy follows: while physical action exploits the affordances of passive objects
towards goals, speech acts exploit social affordances of humans.
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Figure 2-3: Agent as a black-box model

2.4 Models of Minds

2.4.1 What is a mind?

Having briefly touched upon some ideas related to the first vertex of the semiotic triangle
(models of the world / external reality, including living beings), it is now time to move
on to the second vertex: minds. The first question to ask is: what is a mind?

"Brains" and "Behavior"

We know from our experience that many organisms have brains - which are material
organs, made of flesh and blood, that we know can guide their behavior. Of course, ex-
ternally observable behavior is not only affected by the brain itself: reflexive properties
of the neural system, or even physical properties of the human body can also create ob-
servables that might be thought of as "behaviors": for example, a bubble appears on my
hand after it has gotten burnt, without any intervention of the brain. So it seems that we
have touched upon two terms so far: "brain" and "behavior", and it seems that in higher
organisms a big part of behavior is mediated by "brains".

The black-box idealization of minds

In order to introduce minds and models of minds, I will invoke an idealization. First of
all, I will decompose "behavior" to a set of idealized, molecularised "actions". Taking
a systems viewpoint, I will model the mind as a "black box" (figure 2-3), that produces
such "actions" at specific time instants. I will assume that the only output of this black
box are these actions. I will also assume that the only input to this box is a "sensory
stream" - something that corellates somehow with the spatiotemporally local external
reality, into which I will assume that the body carrying the mind being modeled is em-
bedded.

First, notice here that this is a mathematical/informational-level idealization. In this
idealization, I am only concerned with: (a) the overall goal, as well as (b) the input-
output model of the mind, and maybe also16 (c) some internal aspects of how the input-
output computation takes place - but in (c) only from a computational point of view -
NOT from the viewpoint of the physical implementation. By being concerned only with
(a)-(c), and not with the physical implementation, I am targetting the first two levels of
the three levels postulated by david marr [Marr1982], namely the computational and al-
gorithmic levels, but NOT the implementation level. Thus, under the viewpoint taken

16If we move from a opaque black-box to a transparent box with more details of the information pro-
cessing taking place.
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here, the mind is an informational idealization of the functionality of parts of the phys-
ical body of the organism, and mainly of the brain of the organism in the case of the
higher organisms (as in that case the brain determines a big part of "behavior" under
normal operating conditions). How much "body" (apart from the "brain") will be in-
cluded in the informational idealization that we call "mind", depends also on where we
"cut out / carve out" the idealized "actions" and "sensory stream" that enter the mind17

2.4.2 The purpose of minds

Now, after introducing the "black-box" idealization of the "mind", let us continue our in-
vestigation, first by asking: what is the purpose of minds? As an informational idealiza-
tion of embodied functionality, minds of living beings inherit directly from the "shared
goal hierarchy of life": the ideal purpose of the mind becomes to serve the survival of the
individual as well as replication, balanced towards the survival of the species, and ulti-
mately, of life as a whole. I.e. the mind, upon accumulating on past genetic experience
and sensory-stream derived lifetime experience, should18 SELECT ACTIONS ACCORD-
INGLY, in order to serve the shared goal hierarchy of life. Viewed as a commandment, a
mind should:

"SELECT WHAT ACTION TO DO, also with the help of your SENSES, in order to SUR-
VIVE and REPLICATE and HELP others"

And always doing so with the ultimate purpose of the survival of all life as a whole.

Restricting the focus from all life to the individual or the bloodline

A more narrow-minded evolutionary view will only center on the individual, and forget
about others or life as a while, and would prescribe:

Absolute Egoism
"SELECT WHAT ACTION TO DO, also with the help of your SENSES, in order to
SURVIVE. You might replicate or help others, but only in so far as you can expect
a worthy return towards your survival".

This does not preclude replication as a possible action; but from this narrow view-
point, that takes into account the benefit of the individual only (and not the bloodline
or life as a whole), replication would only be justified if the cost of doing so was less than
the expected benefits of the help that your children will give you - i.e. from this narrow
viewpoint there is no space from real altruism, not even for your offspring - any appar-
ent altruism will be disguised egoism on the basis of expected returns. But, if we center
the ultimate goal outside the individual and onto the bloodline, then this changes to:

17For example, one degree of freedom might be: how much of the "milieu interieur" (the environment
within the organism) should be included the boundary around which we will "cut out" in order to postu-
late sensory stream signals?

18Again, we are not claiming that the mind does select actions accordingly - only that it should.
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Bloodline-altruism:
"SELECT WHAT ACTION TO DO, also with the help of your SENSES, in order to
SURVIVE and REPLICATE and HELP your children19.

Again, any help offered outside the bloodline can only be justified in terms of ex-
pected returns within the bloodline - i.e. another form of pseudo-altruism.

However, as we have said in the section introducing the "shared goal hierarchy of
life" (section 2.3), one could adopt an even wider ultimate goal: preservation of life as a
whole. Within that framework, even true altruism is justified, as long as it helps towards
the preservation of the unitary all-encompassing living being. Thus, as we said before,
the commandment becomes:

Alloflife-altruism:
"SELECT WHAT ACTION TO DO, also with the help of your SENSES, in order to
SURVIVE and REPLICATE and HELP others"

This is the purpose of the mind that we would like to suppose for our models here.
The mind tries to do the best that it can - although always sub-optimally, even if some-
times better and sometimes worse.

2.4.3 The purpose of artificial minds

Thus, in this viewpoint20, purposeful action selection is the main thing a mind does.
Now what about artificial minds? Once again the "mind" of such an artifact inherits
the purpose of the artifact: to serve the purpose intended for it by its human creator, at
least ideally. At this point it is also worth stressing, as we have mentioned before, the
possibility of "misalignments" of purpose: the "intended purpose" of an artifact might
deviate to its actual "steady-state" achieved goal. For example, a malfunctioning space-
ship might accomplish the unintended "goal" of splashing into the Atlantic, while its
intended purpose was reaching the moon, which it has not accomplished.

Thus, we have succinctly concentrated the purpose of minds as:

Purpose of minds of living beings:
"SELECT WHAT ACTION TO DO, also with the help of your SENSES, in order to
SURVIVE and REPLICATE and HELP others"

Purpose of minds of artifacts:
"SELECT WHAT ACTION TO DO, also with the help of your SENSES, in order to
SERVE YOUR DESIGNER’S PURPOSE"

19Notice that the inclusion of ancestral relatives and not only children in this definition might effectively
extend it to the whole of humanity or all life, if we suppose that all humans or all life started from a single
couple or a single organism".

20This viewpoint shares the fact that it positions a primary focus on action selection with stoicism (see
for example [Epictetus1928]), but is also different from it in other aspects.
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Figure 2-4: Agent and environment as black-box models

Some related questions that we will attempt to touch upon

Now let us briefly comment upon a number of related issues. Unpacking the black-box
models of minds and their intended purpose, one can ask the following questions:

- How should actions be selected? What are different types of action-selection pro-
cesses? [Q1]

- What is there within the black box? Should previous sensory data be forgotten?
Where does "internal representation", "affective state" and "situation model" fit in this
picture? [Q2]

- What is the position of the notion of "prediction" in the mind model? [Q3]
Let us try to briefly touch upon some of these questions [Q1-Q3].

2.4.4 Actions and Goals

In this section, we will first start visiting the question concerning "action selection" [Q1],
which we will also revisit at a later section, after having also talked about "internal rep-
resentation" [Q2] and "prediction" [Q3]

First, notice that outside the agent, another "black box" system can be postulated:
the "environment", as viewed through the action/sensing channels (see figure 2-4)

The question now arises: what actions serve the agent’s goals best?

Descriptions of goals

But even before that, at this stage, in order to proceed with some form of an answer to
this question, one might try to explicitly describe the goal in some form. For example: I
might have designed an artifact whose sole purpose is to fill up its visual field with pixels
of red color. Then, I can specify the goal in terms of the sensory stream; when the part
of the sensory stream corresponding to vision is filled with contents that correspond to
"red color" then the goal is achieved. Thus, I have specified the goal as a partition on
sensory stream states; some correspond to "goal achieved", and the others to "goal not
achieved". Of course, many possible extensions / different settings exist; for example,
the goal might not be specifiable as a condition on a single "moment" in time, but might
be specifiable as a condition on a whole "sequence of moments" (i.e. the difference
between: "I want the cup on the table" and "I want you to jump up and down three
times").

Also, again note that here we have specified goals only in terms of desirable "sensory
stream contents". Indeed, this can be all that an agent "directly see", so goals must
eventually ground out to the sensory stream. However, as we will see later, the agent
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might postulate some model of "external reality", and try to explain its sensory stream
contents in terms of this model, and thus use sensory stream information as evidence
for specific states of external reality21. In that case, we might be tempted to specify goals
viewed from within the agent as conditions on the state of external reality - but to be
more precise, these can only be conditions on the "personal" internalized description
of external reality, which however hopefully corellates to the "absolute" external reality
through. Nevertheless, once again, these goals are primarily conditions on the sensory
stream, and secondarily on the conjectured model of external reality that is supposed to
create the observed sensations.

Reachability of goals / multiplicity of solutions

Anyway, no matter how the goal is specified, the following options exist:

a) the goal is never reachable

b) there exists a unique sequence of actions that will reach the goal

c) there exist multiple sequences of actions that will reach the goal

One further complication arises, in the cases where at the time of the start of the
agent’s actions, the future of the environment cannot be deterministically known, not
only by the acting agent, but by anybody. If the future of the environment can be deter-
ministically known by a "superstrong" knower, than indeed one of either a or b or c must
hold. If the future of the environment can not, then it might be the case that even after
some time has passed from the initiation of the acting agent, it might not be possible
to know whether a, b or c holds at that specific time instant - only retrospectively (after
the completion of time) we could judge, assuming that what had unfolded stochastically
has become known after the completion of time.

Preference orderings among solutions / spreading the "reward" over time

In the case of c), a further question arises: is there a preference ordering among the var-
ious possible action sequences that will reach the goal? If there exists, we start nearing
the notion of the existence of some "reward" function, that might de-absolutize, de-
crispify and spread the reward in time. I.e. the other question that arises quickly in this
path is the following: how should the "reward" of the agent be distributed in time, as it
reaches towards the goal? In the simplest case, one can assume a "crisp" and "momen-
tary" reward function: you get all of the reward exactly at the moment that you reach the
goal. Else, one can try to postulate subgoals and intermediate rewards, or other ways to
spread the reward over time and distance from completion, so that even partial comple-
tion is better than nothing.

21For example: through a sequence of 2D views, I might postulate the existence of an external 3D space
populated by an object. For such a model to be useful, it should not only explain the 2D views I have seen
already, but also predict future views: i.e. both fit the past observations and predict the future observa-
tions.
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Finite-horizon action selection

If one spreads the reward so that at each action-taking step there is some reward / pun-
ishment given, then one can reset the purpose of action generation from:

-> take the best possible sequence of actions that will reach the goal.
to:
-> at each step, take the best possible action, i.e. the action that will maximize the

local reward for some steps ahead.
or even to:
-> at each step, take the best possible action, i.e. the action that will maximize the

local reward for one step ahead.
Anyway, it should be obvious that in many cases, this single-step local reward ap-

proximation will produce sub-optimal results for sequences of multiple steps; never-
theless, this can serve as a viable first approximation.

Necessary and sufficient information for action selection

Having discussed descriptions of goals, reachability of goals, the introduction of "re-
ward" and the spreading of it over time, and successive simplifications that lead to finite-
horizon action selection, now we will examine another question, which is centrally im-
portant for this thesis, whose main subject is Grounded Situation Models - i.e. one spe-
cial kind of internal representations. The question is:

What information can the agent use in order to select future actions?

The only input from the world that is available to the agent is its sensory stream,
and thus, the information used for action selection has to originally come from there.
Thus, the action selection procedure can at most be equivalent to a function that uses
the whole sensory stream (past, present, and future!) as an argument:22

A[t +1] = f (S[−∞ . . . t −1],S[t ],S[t +1. . .∞]) [C1]
Nevertheless, in all practical cases S[t + 1. . .∞] is not available to the agent; only

approximate predictions about it can be made, which will again need to be based on the
past S[−∞ . . . t −1] and the present S[t]. Thus, at most, we can have:

A[t +1] = f (S[−∞ . . . t −1],S[t ]) [C2]
If we further assume an initial "turn-on time" t0 or "birth" for the agent, we are con-

strained to:
A[t +1] = f (S[t0. . . t −1],S[t ]) [C3]
Notice that the above action selection function requires a "memory" for keeping past

states of the sensory stream, or at least some transformation of them that contains all
the "essential" for action selection information that can be distilled out of them. If this
"internal state" memory has finite capacity of k time slots, then we might have a case
where:

A[t +1] = f (S[t −k . . . t −1],S[t ]) [C4]

22Here, for simplicity, we will start with a discrete time index; the above can be rewritten with
continuous-time actions and sensory streams. Also, look at [Mavridis2005b] for a relevant discussion
of knowers and incomplete knowledge.
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Finally, if no such "internal state" can be kept at all, than the agent is constrained to
performing action selection only on the basis of the current sensory input, i.e.:

A[t +1] = f (S[t ]) [C5]

Notice that the above "action selection" functions [C1-C5] are ordered by "optimal-
ity"; we can expect C5 to be potentially less-optimal than C4 and so on, as less infor-
mation (where the missing information might be crucial!) is available to be taken into
account in each case.

Recap

Now, let us try to recap, to see where we are in terms of the original question regarding
action selection [Q1].

We have started by briefly touching upon possible descriptions of concrete goals,
such as wanting-to-just-see-red (a goal specified as a condition on the sensory stream),
wanting-the-cup-to-be-on-the-table and wanting-john-tobe-jumping (goals specified
as conditions on external reality, as modelled from within the agent through sensory
stream evidence). Then, we briefly talked upon the reachability of such goals, and the
multiplicity of possible solutions to them, moving forward to the issue of preference or-
derings among solutions, and to the "spreading" of the "reward" of the reaching of the
goal over time, so that the agent can get some satisfaction on the way to the desired des-
tination. Thus, we also introduced finite-horizon action selection instead of full-length-
to-goal planning, and spoke about the question of how much sensory information is
necessary and sufficient for action planning of differing degrees of optimality. Thus, we
went all the way from all-past and all-future knowing omnipotent infinite-step ahead
planning agents, to simple one-step ahead action selectors, which select on the basis of
only the current sensory stream contents.

When discussing necessary and sufficient information for action selection, we also
briefly touched upon the subjects of [Q2] and [Q3]: First, regarding [Q2] (internal repre-
sentation), it should have become clear that:

For an agent to select his actions in the best realistically possible way, some form of
keeping internal track of previous contents of the sensory stream is necessary, for
most non-trivial cases of external "environments" in which the agent is embedded
and "goals" that he is pursuing.

Then, regarding [Q3] (prediction), as knowledge of the future sensory stream con-
tents would have been in many cases valuable if it had been possible, and as it is real-
istically not possible given the nature of time, the best we can do is substitute the miss-
ing knowledge of the future sensory stream contents with our predictions of them. Of
course, the predictions can only be generated on the basis of previous sensory input
again - and thus, although predictions might be used as intermediate byproducts in or-
der to aid action selection, in the end again our future actions will only be effectively
based on past sensory inputs.
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2.4.5 Internal representation: what and why?

At this stage, we can attempt an answer towards two important questions relevant to
[Q2]: first, why should internal representation take place? Second, what are some quali-
tatively different levels of internal representation? I.e. is it enough to momentarily copy
sensory information? Is there a need for processing/transforming the sensory informa-
tion in some way? Is there a need for keeping "traces" of past sensory information of
some sort?

When is keeping internal state necessary?

First, from the previous sections the following important result should have became
clear: keeping internal state is necessary whenever, in order for an agent to optimally
select actions to be taken in the future, he also needs information extracted from the past
of the sensory stream - i.e. if using the present contents of the sensory stream only is not
sufficient for good action selection. The "internal state" that is kept by the agent can at
most contain the whole of sensory experience so far; of course, this might not be stored
intact, but "distilled" in some form, that only contains and exposes the necessary in-
formation for good action selection. What will be kept as internal state and how it will
be transformed / distilled is an immense subject, which is also extremely relevant to
the purpose of this thesis - one of the main positions of this thesis is that a "situation
model" should form a major part of the "internal state" to be kept by any SCA. Anyway,
in the previous subsection we saw how the need for keeping some form of internal state
arises, in an argument starting from the viewpoint of optimal action selection towards
goal satisfaction.

Various other arguments towards arriving at the necessity of keeping internal state

One can also arrive at the same result (that very often keeping internal state is needed)
through different pathways of argumentation. Some examples follow.

In these examples, we will propose three qualitatively different levels of internal rep-
resentation that can arise. At the first level, we are talking about intact internal repre-
sentation ("copying") of the current contents of the sensory stream:

Inter nalSt ate[t ] = Sensor yStr eam[t ]
At the second level, we are talking about processing of the current sensory stream

contents in order to produce "transformed" versions of the data:
Inter nalSt ate[t ] = f (Sensor yStr eam[t ])
Finally, at the third level, we are talking about not only possibly transforming, but

also keeping the transformed data for the purpose of using them for future action selec-
tion, and possibly recombining this internally held state with new sensory data to create
the new internal state:

Inter nalSt ate[t ] = f (Sensor yStr eam[t ], Inter nalSt ate[t −1])
Thus, even before talking about keeping internal state that persists across time, a

first question that can arise is: what is the purpose of internal "copies" or representa-
tions (transformed or not), even if they are momentary, and not kept for later use? I.e.
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once we have some effect of an external stimulus on a sensory organ, why should it be
"transferred" and effectively copied/transformed to another part of the organism?

First level: The need for representations containing "copied" information

Let us first start with a very simple case, where no "representation" exists. Take, for ex-
ample, the question of the information about the energy left in a living cell. The ATP
molecules themselves are the energy that is left; there is no neural circuit or other trans-
mission method that effectively transfers information about the energy left. On the con-
trary, consider the "fuel left" indicator needle in a car. In that case, the position of the
indicator needle corellates with the amount of fuel left in the tank, forming what is a
rudimentary, but nevertheless useful, representation. The purpose of this representa-
tion ultimately grounds out to the purpose of agency: taking the right action. Indeed, the
car operator, by monitoring the needle, will be able to act in order to replenish the fuel
of the car whenever required. Thus, the purpose that the designer of the car (artifact)
designed the car for (i.e. moving people and things are places), will be able to continue
to be satisfied23. But why is there neither "wire" nor "indicator needle" to transfer infor-
mation about ATP across distances within molecules? Because in that case the process
of replenishing is initiated locally, and without the intervention of a human operator.

Second level: The need for representations containing "transformed" information

So we saw a case where there was no "re-representation", and again saw that driving pur-
poseful actions is again the reason behind any representation. Now let us briefly touch
a second question: why should the sensory information often be "transformed" when
internally represented? Why is loss of information sometimes necessary? Consider the
visual system of a rabbit. One important set of stimuli for the rabbit to be able to notice
are the stimuli originating from tigers - immediate action is required when sighting a
tiger [fleeing, subserving the "move away from danger" subgoal of the goal hierarchy of
life]. Thus, to start with, the visual sensors of the rabbit should be able to notice tigers.
Also, as the action to be taken involves the leg actuators (muscles), there must be some
sort of information transfer across a distance from eyes to legs, and thus some represen-
tation of part of the visual information across a transfer circuit is required - i.e. there is a
need for representations containing "copied" information. The question now becomes:
should the visual information be transformed in any way? Should information be lost?
Here, I need to clarify what I mean by "loss". By "loss" I mean the concatenation of equiv-
alence classes in the original information - i.e. the inability to discriminate in the output
(transformed information) between two or more original states in the input.

Let us return to the tiger and rabbit example. Any two sightings of a tiger will most
probably not produce exactly the same visual stimulus, due to pose and lighting dif-
ferences, elastic deformations, aging of the tiger etc. This is even more the case across

23Obviously, on the other hand, if there was no replenishing, the non-availability of fuel would inhibit
movement. Also, notice that replenishing energy is a classic subgoal of the goal hierarchy of life (i.e. en-
abling nutrients to come in).
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tigers; any two tigers will not look exactly the same. However, we expect the "fleeing" ac-
tion to be initiated by any of these different stimulus. But notice however, that during the
evolutionary or developmental lifetime of the rabbit, not all of these "variants" of visual
signatures of tigers were shown to it. Thus, even if successful associations between some
of the visual signatures of tigers and the fleeing behavior were possibly made, these will
not cover other variants of the visual signature of tigers. Thus, some form of generaliza-
tion across tiger stimuli is necessary for appropriate actions to be taken. But essentially,
generalizing across tiger stimuli means ignoring some of the differences across the stim-
uli as being unnecessary to be noticed - as we want to initiate the same action across
potentially different stimuli. But this is exactly concatenation of equivalence classes -
we collapse two tiger stimuli that would otherwise be noticed as being different to the
same class. Thus, we need to "transform" the visual signature of the tiger to some other
representation, in which two different tigers or poses would have the same "value" in
the representation24.

Third level: The need for keeping "internal state"

Hence, so far we have seen cases where: there is no need for representation (ATP ex-
ample), where there is a need for a representation containing "copies" of remote infor-
mation (fuel indicator example), and a case where there is a need for a representation
containing "transformed/lossy versions" of remote information (rabbit example where
different tiger stimuli were collapsed into one). In the above cases where representa-
tion existed, the ultimate purpose was (as always) driving purposeful actions, that would
serve subgoals of the goal hierarchy of life (or the designer’s intended goal). Now we will
ask the question: there seem to be cases where indeed "copies" or "transformed ver-
sions" of current stimuli need to be represented. But these are "immediate" copies; they
need not persist over time. Is there sometimes a need for "persistent" traces of them, i.e.
of keeping some "internal state" in an organism?

In both of the above cases (fuel indicator / tiger-rabbit), we saw the need for "im-
mediate" correlation between stimulus and representational contents; apparently, no
need for "memory" or keeping internal state existed. However, a closer inspection of
the second shows that keeping "traces" of the past are necessary; the category of the set
of stimuli that count as "tigers" should be represented somehow - storing of some form
of exemplars, and/or prototypes, some sensory distance metric, and/or parameters of
some parametric classifier of whatever sort. This representation of the category of tiger
stimuli will have to be shaped by the evolutionary or the developmental experience of
rabbits - and thus, essentially, these representations are some form of "internal state"
caused and made up by transformed information arising out of sensory experience of
tigers. This close chicken-egg relationship between category formation and noticabil-
ity of stimuli is examined beautifully in [Hayek1952]. In essence, Hayek argues that in
the idealized limiting case, originally the sensory effect of the first "tigers" to be seen
would be for them not be noticed as tigers, but to initiate the formation of the category
of tigers. Later, as the category forms and is further shaped, the new incoming "tiger"

24On the question of how to find the optimal categorical boundaries for intermediate representations
on the basis of utility for action selection, see for example: [Horvitz and Klein1993].
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stimuli are perceived as tigers. I.e. if the category of "tigers" is not frozen at some point
of the lifetime of the rabbit, each incoming tiger stimulus will have two effects: one di-
rect, i.e. being reported as the sighting of a tiger, and one indirect, i.e. helping form the
category of tigers, and thus shaping also how future tigers will be perceived. In a "sim-
ulated annealing"-type "gradual freezing/stabilisation" of categories, we would expect
the second effect to decrease with time.

Detachment of stimuli as a driving force for internal representation, and the possibil-
ity of self-modifying representations

One should notice that in the above discussion we touched upon two interesting and
highly relevant ideas, which I will try to restate more succinctly here. Before that, let us
briefly revisit and rebuild upon some of the above discussion. We saw that whenever
there needs to be a transformation of incoming information in order to enable gener-
alization through the formation of categories, incoming stimuli initiate two resulting
effects: they are not only represented as members of a category (first), but might also
shape the category itself (second), and thus affect how future stimuli will be perceived.
Thus, the stimuli do leave some persistent "traces", which indeed could count as "in-
ternal state" for the agent’s model25. But also, this means that even when a stimulus is
"absent", it still exists (similar stimuli have left traces) internally in the agent through
the representation of its category, which is essentially a "trace" of the absent stimulus.
Also, this internal representation of the category, is also what enables later recognition
of the stimulus as belonging to the category, and thus also forms an "expectation" of the
re-appearance of a stimulus belonging to the category sometime in the future. Thus, the
two interesting ideas that have arisen are the following:

First, that during the lifetime of a complicated organism, its internal representations
might not be "static" in terms of the way through which they correspond to external
stimuli, but might well be "dynamic" and evolving; a simple example comes through
the continuous updating of categorical boundaries through experience; what I call a
"cat" might not have included a himalayan cat ten years ago, but now it might26. The
situation-model structures proposed here, are quasi-dynamic: categorical boundaries
might change during training of the robot, however the overall structure of the situa-
tion model remains the same27. The second idea that has arisen is similar in vein to

25Of course, one could also posit equivalent structural deformations of the internal circuitry of the
agent; but if one chooses to parametrize the agent’s model, these structural deformations amount to
changes of internal state.

26Similar phenomena of adjustment of categorical boundaries arise in linguistic development of chil-
dren - such as "overextension" and "underextension", usually along the initial stages of meaning trajecto-
ries of words. An example of overextension: the word "hat" might mean just about anything that one can
wear on his head. An example of underextension: the word "cat" might mean only the specific cat that
the family owns, and no other cat.

27Ideally, one would like to have self-evolving and self-adapting representations, but such ideas are not
pursued extensively here. In such cases, one might expect two stages of development: first, slow and
continuous augmentations / tunings of the representations, similar to theory augmentations/extensions
during the development of scientific theories of physics, and second, radical re-arrangements of the
representational apparatus, similar to scientific revolutions or "paradigm shifts" in Kuhn’s terminology
[Kuhn1962].
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BC Smith’s "sun-tracking flower" example [Smith1996]: it is the periodic absence or in-
accessability of the external stimulus that causes the need for an internal "copy" of it.
The fact that all tigers are not continuously accessible to the eye, but disappear and will
re-appear is what drives the need for an internal "trace" of a tiger within the rabbit’s
mind28

Recap

Thus, in this subsection, we have seen several other arguments regarding the need of
internal representation, apart from the argument given in the previous subsection. We
have qualitatively distinguished three levels of complexity of internal representations:
those just consisting of "copied" instantantaneous sensory information, those consist-
ing of "transformed" instantaneous information, and those of consisting of "internal
state" that has arisen through some function of current and past sensory information.
Then, we considered yet another viewpoint towards the necessity of internal represen-
tations: the argument of detachment of stimuli as a driving force for internalizing them.
Finally, we also briefly hinted towards the possibility of flexible self-modifying represen-
tations.

Now, having occupied ourselves with [Q1] (action selection) and [Q2] (internal repre-
sentations) in this and the previous subsections, we will move on and discuss the utility
of prediction [Q3].

2.4.6 Prediction

Let us now consider [Q3]. Apart from the need for keeping some form of internal state,
we also briefly touched upon the need for prediction. When discussing necessary and
sufficient information for action selection, it became clear that pre-knowledge of antic-
ipated future sensory inputs would have been ideal. Of course, any non-prophesizing
agent cannot directly have access to this pre-knowledge; thus, prediction (on the basis of
past/present sensory information) is the best that we can do. Of course, the predictions
can only be generated on the basis of previous sensory input again - and thus, although
predictions might be used as intermediate byproducts in order to aid action selection,
effectively again our future actions will only be based on past sensory inputs. But even
as intermediate byproducts, they can be very valuable.

So, the question follows: how is prediction normally implicated in the action selec-
tion process? For example, one possibility is the following: Envision an agent that has
some process generating a preference ordering for future sensory inputs, that at each
moment can evaluate how "good" a forthcoming sensory input might appear to be for
the agent29. Thus, if the agent is equipped with predictive machinery, that can produce

28For BC Smith, this condition of intermittent accessibility is possible due to what he calls the "flex and
slop" of the universe, i.e. the state of intermediate coupling among entities (neither total inaccessibility
nor complete accessibility), that is supported for example by the spatio-temporal inverse-distance atten-
uation laws of physics.

29For example, this utility function might be current goal-relative, as discussed in the previous sections
on spreading the reward over time, and as will be discussed in the next subsection too.
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predictions of the expected next sensory input of the agent as a function of the internal
state and an action to be taken, i.e.:

Pr edi ct i on(S[t +1]) = f (S[t0. . . t ], A[t ])30

Then the agent can cycle through all possible actions to be taken, try to predict the
sensory inputs that they will produce, and choose the action that will produce the most
preferred predicted sensory outcome.

This is a classic route through which prediction can be practically utilized and mo-
tivated. And, as mentioned before, the predicted future sensory states, are nothing but
the intermediate byproducts of past sensory states that are used as the means for the
ultimate end of agents: purposeful action selection31

2.4.7 A hierarchy of action selection methods

Now, let us finally revisit Q1. What are the possibilities for specific methods of action
selection in an agent? Here, we will try to present a hierarchy of increasingly com-
plex methods. This section does not claim that the presented methods are novel - they
have all existed in the literature for quite a while, and also in much more elaborate and
advanced forms - a glance through any AI or reinforcement learning textbook (such
as [Russell and Norvig2003], [Sutton and Barto1998]) will indeed confirm this statement.
The aim of this section, is to introduce a hierarchy of five qualitatively different levels of
action selection, which will also be useful later in this thesis.

Level 0: Fixed stimulus-response agents

At the lowest end (which we call L0 - Level 0), one might find very simple stimulus-
response tables with fixed entries: the agent’s actions are a constant function of only the
current snapshot of the sensory stream. For example:

(Ag ent0): Imagine an oversimplified agent that has only two possible actions at its
disposal: move towards a stimulus (A1), and move away from it (A2), plus the trivial ac-
tion of remaining stationary (not moving)(A3). Imagine also that it can only discriminate
among three possible momentary sensory states: smell of food (S1), smell of predator
(S2), nothing (S3). The stimulus-response table for such an agent might be:

S1 - A1 [IF sense = smel l_ f ood THEN acti on = move_tow ar d s_smel l ]
S2 - A2 [IF sense = smel l_pr ed ator THEN acti on = move_aw ay_ f r om_smel l ]
S3 - A3 [IF sense = smel l_nothi ng THEN acti on = do_nothi ng ]

But how has this table arisen? In the case of an artifact, it was pre-wired by the de-
signer. In the case of a natural organism, evolution has effectively selected for the table
entries32.

30Possibly not only single-step ahead, but also multi-step ahead i.e. Pr edi ct i on(S[t +k])
31Notice that this is also again the purpose of another species of "intermediate byproducts": inferred

logical sentences. When an agent uses first-order-logical representation internally in order to represent
knowledge, then any further sentences that are inferred are ultimately just means towards the end of
purposeful action selection. Inferences that have no chance of being used have no reason to be made.

32From a systems viewpoint, this agent acts as a memory-less system: A[t ] = f (S[t ]). This is the case of
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Level 1: Internal-state-keeping agents

After visiting level 0, we now will move on to L1 - Level 1, namely what we will call
internal-state-keeping agents. In this case, let us assume that we have an L0 agent, in
which some internal state is also kept, which internal state is of finite length. For sim-
plicity, let us revisit Ag ent0, the example agent used when discussing level 0, and let
us augment Ag ent0 with internal state, in order to build Ag ent1. Let us assume that
in Ag ent1 we have one internal variable (I1) that can have two possible states: hungry
(I1), and not-hungry (I2). Now, we will have two tables: a (stimulus, state)-to-action ta-
ble, and a (stimulus, state)-to-state table33. Let us also assume the existence of a new
stimulus, namely S4 = f ood_i n_mouth, and a new action, namely A4 = eat_ f ood .

In this new example (Ag ent1), the (stimulus, state)-to-action table might include
(among others) the following entries:

(S1,I1) - A1 [IF sense = smel l_ f ood AND st ate = hung r y
THEN acti on = move_tow ar d s_smel l ]
(S1,I2) - A3 [IF sense = smel l_ f ood AND st ate = not_hung r y
THEN acti on = do_nothi ng ]
(S4,I1) - A4 [IF sense = f ood_i n_mouth AND st ate = hung r y
THEN acti on = eat_ f ood ]
(S4,I2) - A4 [IF sense = f ood_i n_mouth AND st ate = not_hung r y
THEN acti on = do_nothi ng ] etc.

While the (stimulus,state)-to-state table might include:

(S4,I1) - I2 [IF sense = f ood_i n_mouth AND st ate = hung r y
THEN st ate = not_hung r y]
For every x:
(Sx,I2) - I1 [IF sense = whatever AND st ate = not_hung r y
THEN st ate = hung r y] etc.

L1-L0 differences

What is qualitatively different in such an agent (Ag ent1) that keeps internal state as
compared to the simple stimulus-response agent (Ag ent0)? First of all, notice that there
are effectively two "moods" in this agent: there is Ag ent1a (hungry) and Ag ent1b (non-
hungry). These two moods switch: whenever food is digested, we move from Ag ent1a
to Ag ent1b, and after one time slot, we move back to Ag ent1a. In general, every state
keeping agent, is effectively "switching" among moods, which during the period within
which they remain stable, are each equivalent to a single L0 agent34,35.

using only "transformed" information that was examined in the previous subsection.
33In dynamical systems notation A[t ] = f (St ate[t ],S[t ]) and St ate[t +1] = g (St ate[t ],S[t ]). This is the

case of agent that "keeps internal state" in the three-level terminology of the previous subsection.
34"Mr.HungryNick and Mr.Non-HungryNick might be effectively almost two different people!
35In system-theoretic terms, this translates to the following: a discrete-state system at a specific mo-

ment, and when viewed only for that moment, is equivalent to a specific memory-less system. Across
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Level 2: Conditionable stimulus-response agents

Now let us move on to L2 - Level 2, the level of what we will call conditionable agents. The
main difference here, is that there exists at least one special stimulis: either a reward (S+)
stimulus, or a punishment (S-) stimulus, or both. These stimuli can be used to effectively
reprogram the agent, in order to alter the entries of its stimulus-response table during
his lifetime. For example, consider a special type of level 2 agent, that comes prewired
with a table such as: (for some actions and stimuli)

S1 - A1
S2 - A2

Now assume that S1 occurs, and the agent acts A1. Then, at a short temporal distance,
S- is applied to the agent. In that case, the agent effectively "decreases" the strength of
the connection between S1 and A1, and the next time S1 will occur, it might act stochas-
tically out of its repertoire of possible actions. Let us assume that S1 re-occurs later, and
that the agent acts A2. If after a short temporal distance S+ arrives, then the agent will
"increase" the strength of the connection between S1 and A2, and might after a while
only act A2 after seeing S1. Thus, the new table after the "reprogramming" of the agent
through the right sequence of stimuli which included reward and punishment stimuli
now is:

S1 - A2
S2 - A2

L2-L1 differences

Thus, we can now ask: what is qualitatively different between an L1 agent and an L2
agent? An answer is that, before and after special "training" sessions which contain the
special reward and/or punsihment stimuli, an L2 agent is effectively an L1 agent. But
during the "training" sessions, the agent effectively changes "personality", and learns
how to respond differently to stimuli36. After the new personality has "stabilized" through
repetitive and consistent reward / punishment sessions, we have a period of "fixed per-
sonality", which is effectively equivalent to an L1 agent. This lasts until and if the reward
/ punishment pairings with his actions change again. Notice that during the "training"
phase, which in our example is entered whenever a current stimulus-action pairing is
punished, the agent might also deterministically cycle through the possible actions to
be paired with the stimulus, instead of stochastically acting for the stimulus-action pair
which has recently been punished and under goes reprogramming. Notice that pre-
viously, a similar situation arose, while discussing L1-L0 differences. Again, there were
effectively steady "moods" inbetween internal-state change periods. In general, one can
rewrite any non-stochastic or near-deterministic L2 agent as an L1 agent, with a special
internal-state variable that switches between "training phase" and "steady phase", and

moments, we effectively have various different memory-less systems being switched around.
36For the interested reader, an advanced proposal for a model explicating the role of affect in the tradi-

tionally purely cognitive areas of learning and decision making can be found in [Ahn and Picard2006].
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with parts of the (stimulus, state)-to-action and (stimulus, state)-to-state tables fixed
and unalterable. Thus, one also think of L2 agents as a special case of L1 agents that
contain "re-programming" code in their genetically-derived initial tables37.

Level 3: Generally fixed short-term planning

Now let us make a big leap, and move on from what is normally termed "reflexive" agents
to "planning" agents. Here, instead of having (stimulus, state)-to-action and (stimulus,
state)-to-state tables, we will assume that there exists an action list (possibly paramet-
ric actions), as well a utility-based or goal-oriented action selection procedure, which at
every time step chooses a single action or a number of future actions towards the maxi-
mization of expected utility or the achievement of a goal38.

The point to notice here is that at this level, the planners are supposed not to be
flexible: they specify a plan completely and not partially, and once they have specified
a plan, they will try to carry it out irrespective of what happens after plan execution has
been initiated. Regarding possible plan failures, in such agents there might be at most
a simple "plan failure" condition detector, that terminates the execution of the current
plan, and ab-initio and ex-nihilo initiates replanning.

Level 4: Flexible longer-term partial planning agents

Here we assume that the agent possesses what Bratman [Bratman1987] calls a planner
that can handle "partial hierarchical plans". The partiality refers to the fact that our
future plans do not need to have all of their details filled in at a certain moment; in
Bratman’s words from an everyday example that he gives: [Bratman1987]:

"First, my plans are typically partial. When I decide today to go to Monterey tomorrow,
I do not settle all at once on a complete plan for tomorrow. Rather, I decide to
go to Monterey, and I leave till later deliberation about how to get there in ways
consistent with my other plans. Second, my plans typically have a hierarchical
structure. Plans concerning ends embed plans concerning means and preliminary
steps; and more general intentions embed more specific ones. As a result, I may
deliberate about parts of my plan while holding other parts fixed. I may hold fixed
certain intended ends, while deliberating about means or preliminary steps"

Such a flexible planner, can easily gradually refine the details of his plans during
execution time, and negotiate changes or replan.

L4-L3 differences, "social planners"

As compared to Level 3 agents (fixed planners), flexible planners are able to plan par-
tially (leaving numerous options and details open, to be specified at a later time), and

37Also notice, that similarly to the existence of a "universal" turing machine, one could have an agent
whose internal state effectively keeps his "program".

38Such as a rational maximum expected utility decision mechanism, or a STRIPS-type planner etc.
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are also able to replan often and partially and recover gracefully from plan failures, with-
out having to re-initiate replanning ex-nihilo. Such planners might also be able to coor-
dinate plans in real-time in conjunction with others, effectively becoming "social plan-
ners" (almost a new level on its own). Consider, for example, the kitchen cooking assis-
tant task discussed in chapter 1. Say that my partner and I started to make greek salad;
but, while cutting the tomatoes, I found out that some of them were rotten. Thus, I was
able to change my original plan and use more cucumber instead; and thus, I informed
my partner, and the overall sequence of actions towards our goal was dynamically coor-
dinated and replanned.

Recap

Thus, in this section, we described a hierarchy of four levels of agents of increasing com-
plexity in their action selection methods. We started from simple stimulus-response
agents, moved on to simple state-keeping agents with fixed action tables, then intro-
duced conditionable agents, and finally considered inflexible fixed planners and flexi-
ble partial planners. Notice that the lower-level agents have a limited temporal horizon;
they live in the here-and-now, maybe keeping some "distilled" internal state. Also, they
are quite inflexible in adapting their actions to changing environments. However, the
"planning" agents at the higher end, usually have much wider temporal horizons and
even explicit situation models and episodic memories, and also can flexibly plan, replan,
and adapt. This overall five-level hierarchy is also followed in our detailed description of
the proposed GSM-based agent model in appendix B.

Now, having dealt with all three questions posited before, namely [Q1] (action selec-
tion), [Q2] (internal representation] and [Q3] (prediction), let us move on and conclude
this chapter by presenting a sampling of existing mind models, and discuss their simi-
larities and differences, as well as virtues and intended areas of application.

2.5 Some Existing Mind Models

There exist quite a variety of models of minds in the literature39. In total agreement with
Whitman Richard’s important comment in [Richards1990]: although when it comes to
the physical worldview, we have converged to a handful of models (Newtonian, quantum-
dynamic, relativistic), with pretty stable conceptual entities comprising them and with
the possibility of moving across them by imposing limiting assumptions, the situation is
vastly different when it comes to models of minds. Here, many more models exist, most
of which are partial and focus only on specific aspects of minds, and which very often
contain conceptual entities that are unalignable and untranslatable across them.

Here, I will very briefly go through a selection of some such models. Notice that
they differ immensely in purpose and form: some serve theoretical modeling purposes,

39Often referred to as "Cognitive Architectures" too. For a review of some classic architectures as well as
some interesting comments regarding aspects that have not gotten the deserved attention yet, see [Lang-
ley and Laird2002].
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others are mainly suited towards computational modeling of cognitive-science experi-
ments, others have been proposed for or used in building real-world AI systems. Also,
notice that due to the differences in focus, there are quite differing levels of detail in the
descriptions of minds in these models, and that very rarely if ever have equivalences /
translations among the models been attempted.

Simplistic ad-hoc models

At the simpler end of the spectrum, one can postulate simpilistic stimulus-response table
machines (at level-0 in terms of the action selection methods hierarchy described before
- minds such as those used in simple Alife simulations), finite-state automata, or simple
propositional-logic type descriptions of minds consisting of unstructured lists of beliefs
and desires of the form:

believe(Agt, Prop), want(Agt, Prop)
These models might also be coupled with some form of simple planner (such as

those postulated by theoretical papers targetting some specific aspect of cognitive func-
tion, for example [Cohen and Perrault1979]). Such models often lack in flexibility, and
cannot cope with the problems arising from real-world continuous-valued sensory data,
or with the requirements for real-world natural-language interactions and theory of mind,
and most frequently do not explictly organize around a notion of a situation-type or an
episodic memory. However, for the purpose of illustrating restricted domain-specific
aspects of minds, they have often proven adequate.

SOAR and ACT

SOAR [Laird et al.1987] is a well-established cognitive architecture that has been in de-
velopment for more than two decades. It is essentially a large production system, effec-
tively consisting of symbolic rules of the form:

IF (condition) THEN (action)
Where the actions taken might either effect the internal state of the system or be

primitive external actions. The production rules are in turn organized in terms of oper-
ators connected to specific types of problems. Tasks in SOAR are in essence attempts to
achieve goals; and operators are applied and grouped towards that effect.

Yet another production rule system family is ACT, with ACT-R (Anderson and Lebiere
98) being a more recent standard member of the family. ACT-R is tailored towards mod-
elling human behavior, and contains more specialized architectural subsystems than
SOAR, including two long-term memories (declarative and procedural), and provisions
for keeping quantifications of utility, benefit and cost when choosing among different
productions towards a goal.

The above systems have been widely used in the past. Regarding shortcomings, one
can mention some of those that arise from the strongly discrete, logical sentence-like
nature of production systems: no uniform and obvious way to connect to continuous-
valued and noisy sensory data, to support categorical classification, to include affective
variables40.

40Affect, largely ignored during the early years of AI, has proved to be increasingly important both in
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Anigrafs

Yet another modelling direction is taken in Whitman Richard’s Anigraph models [Richards2005].
These are multi-agent models of minds, that place primary emphasis on action selec-
tion through a voting process (Condorcet Tally) among the constituent agents, and on
the topology that arises from the relative positioning of the agents within this voting
process. Here, the main modelling goal is to abstract away from the details of sensing
and internal representation, and to create an isomorphism between agents and graphs,
that captures the essence of the decision making mechanisms of the agents. By moving
from the complexity of agents to the concreteness of graphs, one can then find precise
conditions for specific aspects of the agents by postulating equivalent statements in the
well-defined world of graphs. For example, a "theory of mind"-type embedded model
of another agent’s mind (agentB) within an agent (agentA), is equivalent to the existence
of a subgraph within the graph of agentA corresponding to the graph of agentB.

Figure 2-5: Anigraf as a society of agents: in this example, each agent controls one physical
actuation point, and patterns of movement are created through sequencing

GSM-based Agent Models

In the next chapter (chapter 3), the proposed GSM-based agent model will be introduced
in detail. In comparison to the above examples of mind models, some of its advantages
include the explicit attention given to connecting with continuous-valued and possibly
noisy sensory data as well as with natural language utterances, as well as its clear consid-
eration of the situation datatype and episodic memory. Regarding its shortcomings, it
places less emphasis on defining special structures for planning, goals and affect (which
however can still be implemented within the system, as we shall see in chapter 9), and
does not explicitly model logical inference or cognitive constraints yet. Furthermore,

modelling human behavior as well as in AI. See for example [Picard1997], [Ahn and Picard2006] and [Min-
sky2006].
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there is no presciption of how habitual (conditionable situation-response) and more de-
liberative (goal-based) action selection systems can co-exist41. Again notice that action
selection was not targeted during the design of the model, but anyway extensions can
be easily foreseen, also in the form of simple augmentations.

Given the stated advantages of the GSM-based agent model and despite the above
shortcomings, it has proved to be quite effective for the purpose of creating Situated
Conversational Assistants, as well as for theoretical reflection, as we shall see in more
detail in chapters 6 and 7.

Section recap

Thus, in this section, we have discussed the plurality, intranslatability, and application
specificity of existing mind models (in contrast to the more unified picture of established
world models in physics), and we have provided a sampling of some existing mind mod-
els: simplistic, SOAR/ACT, Anigrafs and GSM-based agent models.

2.6 Recap

In this chapter, we took a big-picture viewpoint, and positioned our discussion within
a version of the "Semiotic Triangle". There, we discussed models of signs, minds and
worlds. We started by introducing the semiotic triangle, and by re-examining the previ-
ously introduced notions of Symbol Grounding, Situated Language and Situation Mod-
els, within this new framework (section 2.1). Later, we entered a detailed discussion:
initially talking about models of the world (section 2.2), then introducing teleology and
life (section 2.3) in such models, and then, moving from the "physical" to the "men-
tal", we will talk about "models of minds" (section 2.4). Within our discussion of mind
models, we also specifically talked about internal representation, prediction, and ac-
tion selection, and this lengthy section was closed with a quick presentation of some
existing models of minds - coming from a variety of directions and addressing differing
needs. Overall, this chapter hopefully provided a proper prelude for the introduction of
the overall agent architecture framework within which the proposed GSM-based agent
model resides, in chapter 3 which follows directly.

41There exist even more elaborate and interesting proposals that separate processing from perception
to action into more strands, such as Sloman’s CogAff Architecture ??. In H-CogAff, the three strands that
are proposed are: Reactive, Deliberative, and Reflective.
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Chapter 3

The proposed GSM-based Agent Model

Here, having discussed some basic notions about descriptions of reality, models of minds,
action selection, internal representation and prediction in the previous chapter, I will
introduce the overall agent architecture framework within which the proposed GSM-
based Agent Model will be positioned1.

As a connecting bridge, let us remember some of the reasoning justifying the arisal
of internal representations (including "situation models"), given in the previous chap-
ter. In section 2.4.5, I assumed that within the agent model, internal representations
of external reality might arise, and that they often do arise for two good reasons. First,
reality is not always accessible to the senses, but predictions about future encounters
with it must be made (for example, by keeping track of objects encountered in the past,
and expecting to see them again when their location is revisited). Second, in order to
be able to generalize about effective reactions to future stimuli given past stimuli, one
needs to categorize stimuli, i.e. "throw away" unnecessary differences and keep their
"essence" (for example, having seen a view of a tiger and having had bad experiences
with this encounter should cause you to take precautions when you see a different view
of the same tiger, or even a different tiger). But one cannot do the above unless he pos-
sesses an internal representation of the stimuli to process, so again this need justifies the
existence of internal representations. But having tied the purpose of internal represen-
tation to prediction and generalization, one might ask again what purpose is served by
successful predictions and generalization. Once again, the purpose grounds out to the
more-or-less shared goal hierarchy of beings (or the designer’s goals for artifacts): Pre-
dictions and generalizations ultimately enable meaningful action selection towards the
purposes of the goal hierarchy of the agent, and this is why they are ultimately useful.

Now let us return to this chapter. I will start by a brief presentation of the overall
agent model and its constituent representations and processes in section 3.1 (more de-
tails can be found in appendix B, and then proceed to the very important question of
alignment across two different situation models, which is discussed in 3.2. This ques-
tion in layman’s terms amounts to: how can we reconcile multiple different viewpoints
of the same situations? How can two beings that might look at the world through differ-
ent sensors, use different ways to "break down" the world, and have different vocabular-

1Essentially, this is a proposal for a GSM-based mind model / GSM-based cognitive architecture for
artificial agents.

81



Figure 3-1: Block diagram of the proposed agent model

ies / perceptual categories, be able to negotiate meaning among them, and effectively
communicate?

3.1 The proposed GSM-based agent model framework

Agent models, as introduced in the previous section, are representational / algorithmic
descriptions of the "minds" of beings, which are assumed to be connected through sens-
ing and acting to reality. According to our previous arguments, internal representations
of external reality do arise inside agent models. These representations of external reality
we will term "situation models". These representations also come along with processes
operating on them. Inside agent models, apart from situation models, further repre-
sentations might encode a description of the internal state of the agent (goals, affect).
Furthermore, two other types of representations arise in agent models. First, represen-
tations storing and organizing past states and situations, and second, representations
holding predictions for the future / imagined situations. A complete enumeration of the
representations and processes that comprise the proposed agent model follows below:

Representations:
R1) Present Situation model (not necessarily exclusively physical model)
R2) Other internal state (current goals, affective variables)
R3) Past states/situations (includes events)
R4) Future predictions / planned or imagined situations

82



R5) Action list

Processes:
P1) Sensor-to-SituationModel process
P2) SituationModel-to-InternalState proc.
P3) Storage/Maintenance of Past process (includes event recognition)
P4) Future Prediction Generation process
P5) Action Selection Process (SituationModel-to-action table or planner)

Required Models external to the agent:
M1) ExternalReality-to-Sensor model
M2) Action-to-ExternalReality model

In order not to interrupt the flow of this text, a closer look at the above components
is given in appendix ??.

3.2 Aligning Situation Models

Here, the questions that we will try to investigate, are the following:

• Given two situation-model-based agents of the form described in the previous
paragraphs, which are both embedded in the same situation, in what ways can
their situation models differ? (Q3.2a)

• Up to what extent can one translate from the "worldview" of the first agent to the
"worldview" of the second? (Q3.2b)

A related very important theoretical but also practical question is also the following:

• How can two beings that might look at the world through different sensors, use dif-
ferent ways to "break down" the world, and have different vocabularies / percep-
tual categories, be able to negotiate meaning among them, and effectively com-
municate? (Q3.2c)

Apart from the theoretical interest, these three questions are also quite important in
a practical sense: if we want a machine to effectively communicate with a human, there
should be some extent of similarity / overlap among the situational "worldview" of the
machine and that of the human. It is not enough for the machine to share a common
vocabulary with the human; in order for communication to be possible, the linguis-
tic symbols should be grounded in a similar way, and thus the situation models of the
two agents should be related2. Thus, language learning for robots is definitely not only
word learning; the robots should derive a situation model similar to the human, feed it

2As a simple example: what I call "green" should have sufficient overlap for what you call "green", what
I call "the red ball that is in front me" should exist as a token in your situation model and should have
sensory expectations that anchor to the same object in external reality etc.
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through external reality in a similar way, and use similar linguistic labels - in our terms,
the robot first needs to somewhat "align" its situation model with the human. This is
why the above questions are so important. We will now try to briefly address these ques-
tions in this section.

3.2.1 The "situation-viewpoint" of an agent

The processes and representations of figure 3-1, can be further broken down (for the
definitions of the representations R1-5 and the processes P1-5 refer to Appendix B). The
situation model of the "present situation" rep (R1), is fed through process P1, the so-
called "Sensor-to-SituationModel" process. This process, can be further broken down
to three qualitatively different parts, which when viewed as a cascade and augmented
with the ExternalReality-to-Sensor model (M1), specify the relationship of the present
situation model (subjective internal reality) to the external situation (objective external
reality), i.e. in layman’s terms, the relation between the "world inside" and the "world
outside".

Parts of the Reality-to-Situation Model pipeline

The three relevant parts of P1 augmented with M1 are the following (see figure 3-2):3

• Reality-to-SensoryStream (M1):
Spatiotemporally local external reality is projected into a "sensory stream"

• Sensorystream-to-IndividuatedStream (P1a):
Sensory streams are segmented to "objects" - i.e. some information is marked as
pertaining to an object, which object is also given a unique ID

• IndividStream-to-ObjectPropertyList (P1b):
All of the segments of the sensory streams that resolve to a common object are
collected, and object properties are calculated on their basis - color, size etc.

• ObjectPropList-to-ObjPropCategList (P1c):
Continuous-valued or fine-granularity property values are quantized to meaning-
ful categories - for example, color is quantized to "red", "green", "yellow" etc., size
to "small", "large" etc.

The situation-viewpoint of an agent

Thus, in the proposed framework,in order for somebody to completely specify the trans-
formation that the "objective external world" undergoes in order to become the "subjec-
tive internal world" in a specific agent, he needs to know the following information: The
models of M1, P1a, P1b, P1c, in whatever form they might be (for example: parametric)

This information (the above quartet of models) I will from now on call the "situation-
viewpoint" of an agent. Notice that the above models contain parameters that might be
time-varying: for example, for a physically mobile agent, we expect that the position of
the sensors of the agent will change with time.

3As introduced before in section 3.1, and in detail in appendix ??.
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Figure 3-2: The four stages of the Reality-to-SituationModel pipeline

3.2.2 Species of differences across situation-viewpoints

Given the above four parts of the "situation-viewpoint" of an agent, we can now con-
sider and enumerate some qualitatively different types of misalignment that might exist
across two agents, i.e. some species of ways that their "worldviews" on external real-
ity might differ (towards the question Q3.2a). Imagine that we start with two identical
agents, both situated (unrealistically) the same position in spacetime and thus being
fed with the same data, and also having exactly similar processing chains, i.e. having the
same "situation-viewpoints". Then, both the contents and structures of their situation
models will be the same. Let us now start to introduce difference, and see some ways
through which we can make them different (towards an answer to question Q3.2a):

Some species of differences across situation-viewpoints

D1) Position / Pose misalignment (stage M1):

We can keep the same sensory organs, but change their position/pose. (change of pa-
rameters of reality-to-sensory stream model). Depending on the radius of coverage of
the organs, and also the pose- and scene-dependent occlusions that might arise, their
might or might not be partial or total overlap between the contents of the GSM’s of the
two organisms (supposing they were previously empty). Also, any observer-position /
pose dependent contents might be different: for example, relative positional coordi-
nates, apparent luminosities etc.

D2) Sensor modality / tuning misalignment (stage M1):

We can change the modality and / or the spectral tuning of the sensory organs (change
of reality-to-sensory stream projection functions). Then, if there existed totally discon-
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nected (uncorellated) "parts" of reality, we might not have had any common informa-
tion among the two sensory streams. But such total disconnection does not exist:4 Say
that I see in infrared and you see in the visible spectrum: our sensory streams are usu-
ally correlated. Say that you only see and I only hear: again, our sensory streams are
somewhat correlated. Similarily for the case of dolphin (sonar) and human5. Of course,
whether there exists adequate correlation for any practical purpose depends.

D3) Objectification misalignment (stage P1.1):

Differences in objectification / individuation (change of mapping from sensory streams
to object-specific sensory streams). When first listening to a new language, I cannot
separate phonetic units the way that a fluent speaker can; thus, my units might misalign
with his (audio segmentation). Or else, what you might consider as being two separate
visual entities (for example, a door and its knob) I might consider as being one (this time
there is a form of partial alignment, as the union of what you consider as two objects
corresponds exactly to the one object I see, but anyway there is different granularity -
what I construe as a single entity, is divided in two entities for you). Also, of course, even
if momentarily we might have the same contents as the output of the second stage; but
our processes might generally have different results - more on general vs. momentary
alignment follows soon, in section 3.2.3.

D4) Property dimension misalignment (stage P1.2):

We might have a different number of properties, and different mappings between the
sensory data belonging to an object and its properties (change of mapping from object-
specific sensory stream to property vector). Then, the information that I regard as "shape"
might include part of what you regard as "size" and "shape" etc. Also, we might end up
having a different number of property dimensions: for example I might have all of the
dimensions you have, also derived through equivalent processes, but might have an ex-
tra one, say color, which you lack.

D5) Property category misalignment (stage P1.3):

We might have the same property values for an object (i.e. see the same color), but
classify it to different categories ("pink" for you while it is "red" for me) (i.e different
mapping from continuous property values to property categories).

Some ways of alignment - towards Q3.3c

Having seen some species of differences across situation models, we can now try to hint
at possible ways of alignment (towards the question Q3.3c). However, before doing that,
I will try to answer an obvious objection to the above list: one might ask - what about af-
fect and goals? Differences in affective state or different goals can make agents perceive

4Look at the argument given in the "reality" section of [Mavridis2005b].
5The possibility of human-dolphin intention recognition is examined in a similar framework in

[Mavridis2005a].
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the world quite differently - giving attention to different parts, or furthermore even mak-
ing some parts totally unnoticed. Indeed this is the case - but as a first approximation,
we will here make two simplifying assumptions. First, that the situation model does not
have a distribution of attentional salience among its parts. Second, that perception is a
bottom-up continuous pipeline, feeding the situation model through the senses - and
that no top-down goal-driven active perception mechanism6. Extension towards these
two directions (attentional salience within the GSM and active perception) is discussed
in chapter 9. Now, after having clarified what our first approximation covers, let us, we
can now try to hint at possible ways of alignment across different situation models, un-
der the simplifying assumption that only one of the above species exists at a time:

D1) Here, essentially we have to negotiate a common spatial coordinate frame across
agents - origin and unit measures, as well as synchronise their clocks. Similar objects/events
in the situation model can be identified, and serve as an "anchor", if there is some spa-
tiotemporal overlap throughout the experience of the agents.

D2) This is a difficult case. Here, we have to take into account the extent and the form
of that correlation that exists across the sensory modalities / tunings. This problem is
similar in essence to the problem of aligning multimodal traces within a single agent -
for example, aligning tactile with visual information.

D3) Similar to "aligning segmentations" in the simple vision-only case, or to learning
phonemic segmentation, or speaker attribution, for example.

D4) We have to align two multi-dimensional sensory spaces (each property con-
sists of a number of these dimensions), that are being produced from the same object-
specific sensory stream. Each dimension is a function of the object-specific sensory
stream. We can try to parametrise the functions in some form, and try to "tune" the
parameters in order to match the output of the other agent - for example, learn how to
derive the property value "size" from the set of pixels of a region.

D5) At first sight, the simplest of the above: specific examples can be presented (dif-
ferent colors) to the two agents who are attempting alignment. Then, one agent de-
scribes them, and the other uses the (color, label) pairs as training points for categorical
learning, in order to align his categorical boundaries with those of the describing agent.

Notice that in the above hints of possible ways of alignment, we have made the very
often unrealistic assumption that we can observe the intermediate stage results of the
pipeline across the two agents - i.e., that if one of the agents is a human, I can directly
for example measure the absolute value of the "size" property of a seen object that is en-
coded neurally somewhere in his brain. Thus, as the above is obviously not the case, for
the human-machine alignment case, special psychophysical / behavioral experiments
or existing data have to be used, that rely on verbal reports or other externally observ-
able corellates. We have also only dealt with the special simplified case where all four
pipeline stages except one are aligned - usually, we would expect misalignment across
more stages, which would further complicate the alignment process.

6However, in the GSM proposal, apart from the bottom-up pipeline, there is also a top-down
expectation-driven path (not goal-driven), which is explicated in 5.2.2 (matching process).
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3.2.3 Levels of agreement between two GSMs

General compatibility versus compatibility in given situations

Now, we are returning to revisit the question of general vs. restricted alignment that
arose a while ago: If we are to say that two "worldviews" are aligned, up to what level
of generality are they? How many levels of agreement can we have among two such
systems? In order to deal with this question, we now need to introduce the notions of
"informational containment" and "informational equivalence". A layman’s definition
of informational equivalence is simple to state: two descriptions are informationally
equivalent if knowledge of the contents of one allows me full knowledge of the contents
of the other and vice-versa. Let us know try to introduce "informational containment".

The partial order of descriptions of reality

As we have discussed in section 2.2, many possible representations of reality exist. If we
try to order the possible representations of reality according to informational content,
a partial ordering will arise. Thus, three different cases can arise when comparing the
informational content of any two given representations of reality, where the comparison
is concerned with whether the first contains all the information of the second or vice-
versa.

Case 1: Equivalence
Both representations include equivalent information

Case 2: Containment
One representation includes all of the information contained in the other but also

more (in the form of finer-grained distinctions)

Case 3: Non-comparibility
The two representations contain different information, which is not directly compa-

rable (and exactly because of the existence of this third possible case we have a partial
ordering and not a total ordering relation).

For example, consider the partial representations of reality implied by the following
three verbal descriptions:

D1) There exists a blue triangle and a red sphere
D2) There exists a blue object and a red object
D3) There exists a triangle and a sphere
D4) There exist two different objects.

Both D2 and D3 contain less information that D1 (and thus would be among the de-
scendants of D1 in the partial ordering lattice). However they are not informationally
comparable to each other (D2 to D3). Of course, D2 and D3 contain a common "core",
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Figure 3-3: The position of the descriptions D1-D4 within an informational lattice.

which has the verbal description D4. The positioning of the above descriptions in the
informational lattice can be seen in figure 3-3.

Let us now try to formalize the above with a set of well-defined relations among de-
scriptions: First, let us introduce "informational containment":

A description A is informationally contained in another description B , if knowledge of
the contents of B allows me full knowledge of the contents of A, but not vice-versa

Thus, in the above example, D2 is contained in D1, D3 is contained in D1, but neither
D2 is contained in D3 or vice-versa. Now, we can move on and also introduce "infor-
mational intersection" and "informational union". Almost mirroring set theory in our
definitions, we define:

The informational intersection I of two descriptions A and B is a description that has
the property of being informationally contained in both A and B , and which fur-
thermore has the property that no other description I ′ exists which contains I and
which is contained in both A and B .

In the above examples, D4 is the maximal intersection of D2 and D3. Finally, let us
define informational union:

The informational union U of two descriptions A and B is a description that has the
property that both A and B are contained in U and that no other description U ′

exists in which both A and B are contained and which is contained by U .

Again, in the above examples, D1 is the union of D2 and D3.7

Levels of agreement between two situation models

Now, we can finally attempt an answer to the question: How many levels of agreement
can we have among two situation models, regarding the generality of their agreement?
Let’s try enumerating some:

7The above definitions of informational equivalence, containment, intersection and union can also be
defined in an alternative formulation in terms of parametrisations of mathematical descriptions of reality
and existence of functions, for both deterministic and stochastic viewpoints. For more details, see p.18
of [Mavridis2005b].
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L1) We can have absolute agreement given any possible input: i.e. All the functions
of the four stages are identical, at most allowing permutation of indices j,k at the output.

L2) We can have informational equivalence given any possible input: Given whatever
input, the outputs of the two systems are informationally equivalent.

L3) We can have informational equivalence given a set of specific inputs
L4) We can get informational containment given a set of specific inputs
L5) We can get at least some informational overlap (i.e. non-empty informational

intersection) given a set of specific inputs

Up to what extent can we translate?

Now, we have equipped ourselves with enough tools in order to revisit Q3.2b. Up to what
extent can one translate from the "worldview" of the first agent to the "worldview" of
the second? That is, given that an external observer knows the "situation-viewpoint" of
two agents, and the contents of the situation model of one of the two, how much of the
situation model of the other can he recover? This question is of immense importance
for practical applications, not only for an external observer, but also for either one of
the two agents - the answer to the above question dictates the extent of the possible
estimates of the other agent’s situation model. This extent, in turn, affects the possible
communication across the agents. Let’s have a look at some cases:

In the first case (L1), no translation is necessary - complete mutual sharing is pos-
sible. In the second (L2), a translation is guaranteed to exist, that will enable perfect
knowledge transfer, given any input. However, the translation still has to be negotiated.
The situation is similar in L3, but only for some inputs - some external situations, not
all. In the case of L3, for those inputs where equivalence cannot be achieved, we expect
L4 to hold. Of course, L4 can also hold on its own. In that case, the informationally "su-
perior" agent can try to translate all of the knowledge of the "inferior" to a subset of his
own; however, all of knowledge will not be accessible to the inferior, and thus the con-
verse will not be successful. Finally, in most practical cases, we expect L5 to hold. There,
only a subset of the information possessed by each agent can ever by translated in terms
of the other’s knowledge. Notice that all of the above are upper bounds on what could be
done if we knew the translation function; in practice, this function has to be empirically
derived (even if partially) through negotiation.

Now, let’s see a practical application of the above:

A usage of the notion of "informational intersection"

For example, consider that we have two agents (A and B) communicating, where one
of them (A) has just uttered a referential description of an object - something like "the
small red ball". What would be the minimum level of agreement that could guaran-
tee successful referent resolution, if we assume that the translation function has been
successfully negotiated? This question is of particular importance for communicating
agents - when they are planning their utterances, in order to plan a description of a ref-
erent, the speaker must take into account his estimate of the hearer’s situation model,
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and plan his description accordingly. Let us now attempt an answer within our frame-
work: If the current situation is within the set of specific inputs mentioned in L3-L5, then
for the general case, the answer is L3. Of course, if (as is often true) the number of com-
monly visible objects is small, and a partial description can be adequate to single out a
referent, then even agreement across a single property dimension might be enough - all
the way down to L5.

A usage of the notion of informational "union"

Thus, above in the case of L5, we saw an application of the notion of informational "in-
tersection". However, we have not yet dealt with "union". Imagine a third, external
agent C, who wants to estimate the situation model contents of two other agents A and
B. How "detailed" must his view of external reality be, in order to be able to include the
"subjective views" of both A and B in it? This question is again of particular importance,
this time for the case of an agent that tries to "learn" a language by observing interac-
tions of others. Within our framework, the answer is, that his model of external reality
should at least be informationally equivalent to the informational union of the situation
models of A and B. Thus, these two important applications (description planning and
theory of mind for learning by observation), demonstrate the descriptive precision and
power of the proposed framework of informational relations: containment, union, and
intersection.

3.2.4 Recap of section

Thus, in this section, we have tried to address three questions regarding the alignment of
situation models across agents. First, we asked in what ways can their situation models
differ? (Q3.2a) Then we asked: how can two beings that have different Reality-to Situ-
ationModel pipelines, be able to negotiate meaning among them, and effectively com-
municate? (Q3.2c). And finally, we asked: Up to what extent can one translate from the
"worldview" of the first agent to the "worldview" of the second? (Q3.2b). On the way, we
introduced various notions that proved helpful towards this endeavor: the "situation-
viewpoint" of an agent, the partial ordering of descriptions, and the notions of informa-
tional equivalence / containment / intersection and union.

Topics of similar flavor exist in the literature - albeit not implicating situation models,
and not at this level of analysis. For example, Goldstone in [Goldstone and Rogosky2002]
presents a model of conceptual alignment across beings; however, the simplifying mod-
eling assumptions taken, and the narrowness of the scope, deem this to be an unre-
alistic over-simplified toy-model with little explanatory power or possibility of use in
real-world systems.

Finally, as we have noted in the beginning, it is worth restressing the importance of
the three questions that were asked - an importance which towards the vision of SCAs
arises from the fact that they are crucial towards effective human-machine communica-
tion and natural language learning for machines. We will also refer back to this section
later in this thesis, while discussing embedded situation models and mind reading8.

8which are discussed in section 5.1.1 and also while discussing future extensions which are leveraged
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3.3 Recap

In this chapter, we introduced the overall agent architecture framework within which
the proposed GSM-based Agent Model will be positioned. First, in section ??, a brief
narrative recapitulating in a few paragraphs the essence of the previous chapter was
presented, which opens the way for the explicit and detailed presentation of the agent
architecture and its constituent representations and processes in section 3.1. Finally,
the very important question of alignment across two different situation models is dis-
cussed in 3.2. Now, having seen the overall agent framework, let us introduce Grounded
Situation Models, motivating them through multiple pathways, and driving their design
through two explicit desiderata.

significantly by the current system in chapter 9, among other places.
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Chapter 4

Introducing Grounded Situation Models

In this chapter, initially multiple motivational pathways towards the introduction of
GSMs will be given (section 4.1). The largest portion of the chapter (section 4.2) will
deal with the derivation of two main characteristics of the overall GSM design (hierarchi-
cal GSM structure with embedded GSMs, triple-layered property descriptions) through
two explicit desiderata for GSM’s (NL-like parsing of situations, bidirectionality between
language and the senses). Finally, section 4.3 will address the question of whether GSMs
can be considered as "imagistic" or "propositional" representations.

4.1 Motivating GSMs

There exist many ways to motivate the introduction of GSMs: some start from an en-
gineering perspective, others from a more scientific outlook, yet others come from ev-
eryday "folk psychology". Here we will briefly visit some. First, let us start from the
engineering viewpoint and discuss the practical roles of GSMs:

• How do we interconnect language with perception/action subsystems in an SCA?
Such a role and motivation behind GSMs was already exposed in section 1.4: act-
ing as a hub interconnecting language with perception and action subsystems -
see figure 4-1.

• How can we find a systematic way to build an SCA starting from a behavioral spec-
ification?
This role of GSMs was already mentioned before1: acting as a starting point in the
proposed SCA design method. The behavioral specification is translated to a GSM
representation with associated processes, and the rest of the SCA is built around
the GSM. The specifics of this approach will be given in appendix D.

Now, leaving aside engineering considerations, one can try to see what the GSM resem-
bles in established AI or cognitive science terms. For example:

1in section 1.2.6.
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Figure 4-1: GSM as a hub interconnect existing subsystems

• GSMs as "structured blackboards"
In more traditional AI-terminology, the representational part of the GSM is a sensory-
updated "structured blackboard". Of course, the GSM is also a type of "internal
model", in Marvin Minsky’s terms (see section 8.5.9).

• GSMs as cognitive science-like "situation models"
In terms of its contents, the GSM shares many of the characteristics of the "situa-
tion models" described in the cognitive science literature (see section 1.3.3).

Finally, one can use less scientifically precise "layman terms", and use the "theatre of
mind" metaphor2:

• GSM as a "theatrical stage"
One can view the GSM as a manipulable "theatrical stage" in the agent’s "mind",
which may be filled either with the contents of the agent’s present here-and-now
physical situation, or a past situation that is being recalled, or an imaginary situa-
tion that is being described or planned.

Having hopefully provided adequate motivation for the introduction of GSM’s, now
we will move on to trying to drive the overall design of our proposal through two explicit
desiderata.

4.2 Desiderata driving the design of the proposed archi-
tecture

In the given proposal of the representations and processes comprising the overall ar-
chitecture of GSMs, two main desiderata have driven our choices: First, that the GSMs
should "parse" physical situations into the ontological types that reflect human natural
language semantics. Second, that they should enable fluid bidirectional translation from
sensation-to-language and language-to-action. Let us consider each in turn:

2For the repulsion of the classic homunculus attack that normally accompanies this term in the case of
GSMs, look at section 8.5.7. Also, for the classic mental imagery debate and how it relates to our proposal,
look at section 4.3.
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Figure 4-2: The "theatrical stage" of the robot’s mind - the bubble that contains "depictions of
thoughts" in comics

4.2.1 First desideratum: NL-like parsing of situations

At first sight, this seems like a vague statement. How do natural languages parse out
situations? We will try to investigate this question. But first, let us ask a different ques-
tions: Are there other ways to parse situations, too, that would be different than the way
natural languages do?3

There indeed are numerous such ways. For example, consider the way that a 3D
scanner would parse a given situation, say me sitting on my desk where my laptop is: the
situation would become a list of triangular patches, with the positions of their vertices
and some apparent color accompanying them. Then, my laptop and I are not consid-
ered as separate entities: we are both represented by undifferentiated triangles. Also,
apart from no distinguishing of "objects" (apart from their constituent primitive trian-
gles), there is no explicit noticing of properties: there is no direct noticing of size or
weight or anything like that, while in language there clearly is. Also, there are no men-
tal entities such as my thoughts or emotions in the parse of the situation that the 3D
scanner provides - while in language there clearly are.

Now consider yet another different way: the way that a reductionist chemist would
describe the above situation: a huge list of atoms, bound into molecules, occupying
different positions.

In contrast to the 3D scanner description and the reductionist chemist description,
let us now focus on a step-by-step examination of how natural languages usually decide
to parse situations to constituent parts. Consider an utterance. On the surface, utter-
ances can be classified into speech acts, and can be broken down into syntactical con-
stituents, ultimately decomposable to syntactical units such as nouns, adjectives, verbs.
Getting deeper, we have semantic units such as agent, patient, action etc. But what is the
underlying situation model implied by these units? The assumption made here is that,
across natural languages, there is a pretty much similar situation model structure which
is implied by them. And this situation model that underlies natural language, along the

3A relevant discussion regarding the possibility of many different species of descriptions of external
reality was given in section 2.2. There, we briefly considered some examples of such descriptions, such as
those used in classical physics, possible-world semantics etc. Descriptions of situations are descriptions
of external reality, but only partial: they are constrained only to the aspects of it that are relevant, and
usually only cover a limited spatiotemporal extent.
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lines of this proposal, should be modeled as consisting of objects and events, each having
parts, carrying properties, and entering into relations4.

It is worth noting here that the objects and events that appear in natural language, do
not only belong to the physical realm, but also to the mental. Whether philosophically
one realm might be reducible to the other is not relevant to our discussion here; what
matters is that in language both my "thought" as well as my "limb" exist as objects, and
both "I realized" as well as "The ball moved" exist as events. Of course, after deciding
to represent both realms, one has to create processes that update the contents of these
representations, which ultimately must be derived through the senses (at least for the
minds of others). I.e. I have no other choice but perceiving "limbs" and "thoughts of
others" ultimately through my eyes and ears.

Descriptions of the state of the physical (physical objects, parts & properties)

Let us start with the physical, by considering the way that objects are represented in our
proposal: these might be either animate (agents) or passive objects. (Example: "man"
versus "table"). Passive composite objects consist of parts (simple objects), which have
properties. (Example: legs of table (parts) and size/color of legs (properties)) Animate
agents are two-partite: they have both a directly observable physical (body) as well as a
hypothesized mental part (mind). The body is described with similar terms to passive
objects, with the exception of an expectancy for more complicated self-kinesis5.

Descriptions of the mental and "embedded" GSMs

There is no standard way, though, of describing the mind6: depending on the complex-
ity of the task, one might conjecture percepts, beliefs, intentions, goals and so on, as
well as many different configurations and types of processes operating on them. Dif-
ferent areas of psychology implicitly propose quite different models, and furthermore
other such models are implied in the folk psychology which is embedded in language.
However, knowledge of a model of one’s own mind, can provide a starting point for con-
jecturing a model of the mind of others. This is the approach taken here: we will sup-
pose that as a starting point, the robot will model the minds of others on the basis of its
own agent model (SCA model). And furthermore, we will start by assuming that others
have a GSM with the structure of his own (but different contents), and that the senses of
others affect the change of their GSM contents through processes similar to the robots
(but driven through different sensory data, given the different locus/orientation of the
sensory organs of others)7.

4The specifics of the representation chosen for describing situations in the GSM proposal follow later in
section 5.1, and their customisations that were implemented for Ripley the Robot are described in section
6.3.

5The specifics of the representation chosen for describing the state of the physical in the GSM proposal
follow later in section 5.1.2, and their customisations that were implemented for Ripley the Robot are
described in section 6.3.

6See also the similar important comment made by Whitman Richards in [Richards1990].
7The specifics of the representation chosen for describing the mental in the GSM proposal follow later

in section 5.1.1, and their customisations that were implemented for Ripley the Robot are described in
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For example, I might "carve" my beliefs about the current situation in a specific way:
I might only notice color and size properties for all simple physical objects. Thus, when
I try to model the mental contents of another human, I might start by conjecturing that
he "carves" his beliefs about the current situation in a similar way that I do, but that
even though the structure of his beliefs is the same, the actual contents might differ.
Then, within my GSM, I will include an "embedded" GSM that corresponds to my con-
jectured structure and contents of the mental part of the other human. Thus, the GSM of
the robot will also have to include "embedded GSMs" with conjectured structures and
estimated contents, which will represent the situation models and contents ascribed to
other agents (for example, human partners). Differences among the robot’s GSM and
the embedded GSMs ascribed to the human play a crucial role: for example, if the robot
knows that human has not seen that there is a red ball on his left but that the human
needs it, it might choose to inform the human by uttering: "there is a red ball on your
left!", and thus aligning this partial content of the human’s GSM with his. Thus, "men-
tal" objects and events (as found in natural language) will ground out to entities within
either the self-model of one’s mind or within the embedded models of other’s minds.
Of course, these entities are not directly observable, and have to be conjectured on the
basis of sensory data (at least for the minds of others) - and thus effectively, as expected,
from the observer’s point of view, "beliefs" and "intentions" are just convenient hidden
variables used in order to explain and predict long-term patterns of observable physical
behavior8.

Descriptions of temporal sequences: moments and events

However, so far we have mainly dealt with "static" entities, such as objects. Once time
is introduced, the notion of events appears, quantizing the temporal in a way similar to
the way objects quantize the spatial. Also, in a similar manner to which objects can be
referred to in language ("the small red one"), events can be ("when I moved my hand").
Events are being represented in the current GSM architecture as being caused by ap-
propriate sequences of "moments", i.e. momentary snapshots of GSM state. Thus, an
appropriate sequence might create a "movement started"-type event for object No. 34
etc.9

Recapitulation of first desideratum

In order to satisfy the first desideratum (carving out situations in a way similar to natu-
ral languages), the GSM contains representations of the self, the agent’s communication
partner, and salient passive objects that form the physical common ground. The rep-
resentations of the self and communication partner contain descriptions of both the
physical (body parts and properties) as well as the mental (beliefs and desires) aspects
of them. These representations are hierarchical - for example, the physical starts at

section 6.3.
8Also see the discussion on the "intentional stance" and GSMs in section 8.5.6.
9Specific designs for event representations were proposed and implemented, and will be presented

later in this thesis, in particular in sections 5.1.4 (general form) and 6.3 (customized for Ripley the Robot).
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the level of composite objects, which break down to simple objects and their relations,
which in turn break down to a set of lowest-level nodes representing properties (color,
shape etc.).

4.2.2 Second Desideratum: Bi-directionality between senses and lan-
guage

Now, let us consider the second desideratum: how can we achieve bi-directionality be-
tween the senses and language? First of all, why do we need bi-directionality? Let us
suppose the robot is asked a question, such as: "what color is the ball on your left?"
while the ball is visible. Then, the robot needs to translate visual sensory data to lin-
guistic. On the other hand, if the human informed the robot that "there is a black ball
on your left" while the robot is looking elsewhere, then the robot would need to be able
to instantiate an appropriate token in its situation model, which could provide sensory
expectations to be used when later looking towards the left. Furthermore, such a token
should be capable of later being augmented, and ideally interchanged with a sensory-
derived token. I.e., when the robot actually looks towards that direction, it should be
able to match what it sees with what it expects, and in the case of success to augment
its knowledge of the black ball with the sensory-derived information. For example, after
seeing it it might be able to know its exact size, while before it only had some rough prior
expectations. Thus, it is clear that we need bi-directionality, if we are to handle both re-
quests for information speech acts (question answering) as well as inform-type speech
acts. The triple-layering of the proposed GSM architecture is what enables it to achieve
the required bi-directionality. The first layer readily interfaces to stochastic sensory in-
formation, the second to categorical information which connects to language, and the
third to single-valued continuous parameters required for driving action routines.10

First example of the purpose and form of the three layers

An example will help clarify the purpose and form of the three layers. As was said before,
the "lowest level" nodes of the hierarchy of physical objects are PROPERTY representa-
tions: boxes holding the estimated color, size, shape, weight of objects etc.

Let us consider the case of the color of an object, for example a red sphere. Here
we are motivating the introduction of three different types of representations due to the
suitability of each for different tasks - and we are doing so pretty much along the lines
of the discussion of Minsky in chapter 8 of [Minsky2006]: How should a brain proceed
to select which representation to use? As we have emphasized several times, each par-
ticular kind of description has virtues and deficiencies. Therefore it makes more sense
to ask, "Which methods might work well for the problem I’m facing-and which repre-
sentations are likely to work well with those methods?" How should we represent this
property (color) of an object? Should we use a vector? Should we use a probability dis-
tribution over vectors? Should we use a set of discrete categories? The answer is: it all

10Specific designs for the triple-layered representations were proposed and implemented, and will be
presented later in this thesis, in particular in sections 5.1.3 (general form) and 6.3 (customized for Ripley
the Robot).
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depends on what one wants to do with the representation. Let us thus here discuss three
purposes of the representation, and propose suitable forms for each purpose.

First Purpose: SENSING - Accumulating sensory-derived information & providing
sensory expectations

Proposed Representation: The Stochastic Layer

First, having chosen a color space for the description (RGB for simplicity) suppose
that we see the sphere, and accumulate the following measurements over time: (0.9, 0.1,
0.05), (0.91, 0.09, 0.04), (0.89, 0.11, 0.06), . . . . It is clear that there exists variation in the
measurements, which might be caused either by noise or by a variation of illumination
conditions or (rarely in the case of color) by a variation of the "true" color of the object.
What the cause of the variation (or uncertainty) is, is not our prime concern here. What
is needed, is to find a way to represent some knowledge of the variation: and a natural
way to do so is through a probability distribution, for example: Mean value = (0.9, 0.1,
0.05), diagonal variance = (0.01, 0.01, 0.009) Of course, we could have chosen a paramet-
ric form or a histogram approximation or any other form: what matters here is not the
specific representation chosen, but the fact the we can represent multiple alternative
values and assign probabilities to them.

Now consider the case of sensory expectations: I have seen a red object on the table
a while ago, but in the mean time I have moved away and the red object has not been
in view for a while. Now, I return to the table - I expect to see the object again, having
pretty much the properties it had the last time I saw it - i.e. the same color (or similar,
due to lighting variations - or natural change, such as rottening of an apple), the same
position (unless it has rolled or someone or the wind has moved it), the same or similar
size etc. I indeed look towards where I expect the red object to be - and I get some sen-
sory information. Say that indeed I see an object, and I measure its properties - its color,
position, etc. Is it the same object, or another? In order to answer this question, I need
to match my sensory expectation with the incoming sensory information - if the match
is adequate, then I can consider this to be the same object - else, I have to suppose the
old object is not there anymore (or has ceased to exist), and a new object has been intro-
duced11. Again, the probability distribution described above can serve as an appropriate
way to represent my sensory expectations, and effectively encode any uncertainty due
to the possible drift of the properties with time.

Thus, to summarize, this is the purpose and form of the Stochastic Layer:
Purpose: accumulating sensory-derived information and providing sensory expec-

tations for comparison with incoming data
Form: representing multiple probabilistically weighted alternative vector values through

a probability distribution.

Second Purpose: ACTION - Deriving action parameters or depicting situations
Proposed Representation: The Continuous Layer

11more on this in the discussion of the "objecter" in section 6.4.
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Now, suppose that we want to depict the seen object, by drawing it. We cannot afford
to keep multiple alternatives anymore; a single value is needed. We might for example
choose the value12: (0.9, 0.1, 0.05) Furthermore, when driving other action parameters,
very often a single value is needed. For example, no matter whether we have uncertainty
about the position of an object that we are about to grasp, a single initial target position
has to be fed to the motor control subsystem, even if it is to be refined later. Thus, to
summarize, this is the purpose and form of the Continuous Layer:

Purpose: deriving action parameters or depicting situations

Form: representing a single "most likely" property value, through a continuous vec-
tor.

Third Purpose: LANGUAGE - Describing situations or imagining through descriptions

Proposed Representation: The Categorical Layer

Finally, consider not having seen the object, but having heard that "the object be-
hind you is red". Then, a categorical description is required, corresponding to a choice
among a finite number of verbal categories. And indeed that is what the Categorical
Layer provides: a probability distribution upon a set of discrete verbal categories (such
as "red", "green", "blue" etc.). Thus:

Purpose: describing situations or imagining situations through descriptions

Form: a probability distribution upon a set of discrete verbal categories ("red" etc).

Now, having briefly introduced the three purposes that the representation needs to serve
and the three layers of the representation that serve the different purposes, we can also
try to re-examine the purposes through a different viewpoint: through the classic di-
chotomies of continuous vector / discrete symbol (or signals/symbols, or derived from
vision/language) and single-valued / probability-weighted multi-valued (or determinis-
tic / stochastic). Notice how these correspond with the three proposed layers:13

Stochastic Layer: Probability-weighted continuous vectors

Continuous Layer: Single-valued continuous vector

Categorical Layer: Probability-weighted discrete symbols

Thus, the three layers are able both to serve the three purposes (sensory data-related,
action parameter-related, and language-related), but also effectively cover the continu-
ous vector vs. discrete symbol and single-valued vs. probability-weighted multi-valued
dichotomies. In this way, as we shall see, they are able to bridge two well-established tra-
ditions: The signals / connectionist tradition (a mathematical / parametric description of
situations), with the symbols / logical sentences tradition (a logical/sentential description
of situations).

12Some sensible choices include choosing the mode or the mean of the stochastic layer to feed the
continuous.

13The fourth possible combination, Single-valued discrete symbol, is discussed in the section on bridg-
ing with FOPC in section 8.4.1.
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Figure 4-3: Three purposes & three parallel layers of representation(each one serving a purpose)

Second example of the purpose and form of the three layers

As a further example, consider a ball that partakes in a situation, and consider another
of its properties - this time not its color as in the previous example, but its position.
Imagine that you:

C1) See a ball and estimate its position with some uncertainty
C2) Need to grasp the ball
C3) Hear that "the ball is at the left"
The question then again becomes: What is a natural rep of position for each of the

cases C1-C3?
Once again, the first case is best served by a "stochastic layer" representation, the

second by a "continuous", and the third by a "categorical", as further illustrated in (fig-
ure 4-3)

Again, notice the continuous vector / discrete value and the single-valued / probability-
weighted multi-valued dichotomies, and how they are reflected in the three layers (fig-
ure 4-4):

L1 (Stochastic Layer) is n-D continuous vector / multi-valued probabilistically weighted

L2 (Continuous Layer) is n-D continuous vector / single-valued

L3 (Categorical Layer) is 1-D discrete value / multi-valued probabilistically weighted

The fourth combination is 1-D discrete value / single-valued, which essentially is FOPC-
like logical sentences (see section 8.4.1).

Notice the information loss across the arrows in figure 4-4: for example, when we
move from stochastic layer to continuous layer, we need to choose a single value - thus,
many different stochastic layer content might have been projected to the same contin-
uous layer value, and thus total inversion is not possible given just the continuous layer.

Processes accompanying the GSM

A number of specific processes accomplishing the following tasks form the crux of the
GSM: translating among the three layers, feeding either verbal or sensory information to

101



Figure 4-4: The four combinations across the two dichotomies: n-D continuous / 1-D discrete
and single-valued / multi-valued. The three first combinations are the three layers, the fourth is
FOPC-like)

them, matching sensory expectations to them, or deriving words and action parameters
from them.14

Recapitulation of second desideratum

Towards the second desideratum (bidirectionality between sensory-and-verbally derived
information), the contents of each lowest-level node "ground out" to three layers of rep-
resentation. The first layer ("stochastic layer") contains a multi-dimensional continuous
probability distribution over property values, encoding information in a form suitable
for interfacing with sensory subsystems. The second layer ("categorical layer") contains
a uni-dimensional discrete distribution over verbal categories, encoding information in
a form suitable for interfacing with language subsystems. The third layer ("continuous
layer") contains a single multi-dimensional continuous value, which can provide single-
valued action parameters for motor control subsystems. These three layers enable the
desired bidirectional translation: verbally described "imagined" objects and events can
be augmented / verified through sensory information and vice-versa. Apart from speci-
fying the representation, a set of basic processes is proposed. These perform elementary
GSM operations, such as updating the contents with recent sensory or linguistic infor-
mation etc.

4.3 "Amodal" GSMs and the imagery debate

Finally, at this stage it is worth addressing the well-known but often quite superficial and
ill-posed "mental imagery debate" [Kosslyn1985]. In its simplest form, and using quite

14These processes are described in detail in section 5.2, and their implementation on Ripley the Robot
is described in section 6.4.
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ambiguous layman’s terms, the debate goes as follows:
The question is: How do we represent "ideas" in our mind - using "mental images"

or "language-like sentences"?15

The two sides representing the two possible answers are:
(The imagists) We use "mental images" - when I think of an apple, something that

resembles in some way the picture of an apple "lights up" in my head.
(The propositionalists) We use "language-like sentences" made up from symbols -

when I think of an apple, the node corresponding to the symbol "apple" "lights up" in
my head, together with other nodes related to it.

Here we take neither side - it is not just images that exist in the head, nor just unstruc-
tured language-like propositions, nor just a mix of both. We propose that a grounded
situation model (GSM) serves as a mediating amodal representation that lies at the cen-
ter of the interconnection of sensory-derived percepts with linguistic structures as well
as actions. The GSM is amodal; it consists neither of "images" or "sentence-like strings
of symbols". It is not "imagistic" in the sense of being neither a viewer dependent 2D
image, nor an absolute 3D spatial model. For example, aside from a geometric descrip-
tion of physical parts, it includes invisibles such as the beliefs of other agents. Nor is
it just an unstructured list of language-like propositions, for example describing beliefs
or wants or previous discourse. It is a representation accumulating information com-
ing in from multiple modalities (vision, touch, proprioception, language), which has a
structure analogous to the situation the robot is embedded in or is imagining.16

4.4 Recap

In this chapter, we started by discussing multiple motivational pathways towards the in-
troduction of GSM’s (section 4.1). The largest portion of the chapter (section 4.2) was
devoted to the derivation of two main characteristics of the overall GSM design that
is proposed (hierarchical GSM structure with embedded GSM’s, triple-layered property
descriptions) through two explicit desiderata for GSM’s (NL-like parsing of situations,
bidirectionality between language and the senses). Finally, section 4.3 addressed the
question of whether GSM’s can be considered as "imagistic" or "propositional" repre-
sentations.

Now, having derived the two main characteristics of the overall GSM design through
the two explicit desiderata, we will move in and discuss the specifics of the proposed
solution: the details of the hierarchical representational structures that comprise the
GSM, together with their associated processes, and a modular implementation archi-
tecture for building real-world systems.

15Mutual exclusivity presupposed in the naïve version of the debate.
16As a reminder, for a a list of defining characteristics of GSMs, the reader should refer back to the fore-

word.
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Chapter 5

Specifics of Grounded Situation Models

In the previous two chapters, the overall agent architecture was discussed (within which
GSM-based systems reside), GSMs were motivated and introduced, and an overall ar-
chitecture was derived from two explicit desiderata. The breakdown of situations into
agents, composite objects, simple objects, properties, as well as the three-layered prop-
erty descriptions (stochastic, categorical, continuous) should by now be familiar to the
reader. Here, we will discuss the specifics of the GSM proposal: the exact contents of the
GSM representation, the details of the associated processes that operate on it and move
data in and out of it, as well as a multi-module architecture for implementing GSMs
through intercommunicating processes in real-world systems.1

5.1 GSM representation

A specific proposal for a GSM representation, which can be customized to specific de-
mands, and which supports embedded GSM’s and bidirectionality between senses and
language has been made, and representations and accompanying processes have been
coded2. An overview of the proposed hierarchical representations can be seen in figure
5-1.

As mentioned before, the overall GSM design was driven by two desiderata. Here, we
will provide more details on the design than those that were given in the previous chap-
ter - enough details in order for the interested reader to code general-purpose classes
that implement GSMs in his language of choice. These general-purpose classes can be
later customized for a specific implementation: starting for example from a set of ex-
plicit behavioral goals - as will be done when discussing the customized GSM imple-
mented for "Ripley the Robot" (in chapter 6), or starting from a target psychological test
to be passed - as will be done when discussing the quasi-minimal GSM design method,
that can produce an SCA that passes the "Token Test" (in appendix D).

As discussed before (chapter 4), in order to fulfill the first desideratum, the GSM
should reflect the natural hierarchy of agents, bodies, body parts, and properties that

1The interested reader can also refer to [Roy et al.2004] and [Mavridis and Roy2006a].
2For pseudo-code containing the data structures and the accompanying processes, consult appendix

??.
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Figure 5-1: Hierarchy of Representations comprising the GSM
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Figure 5-2: Example contents of a situation model during a particular time instant

is implied in human languages. This is accomplished through the hierarchical repre-
sentation shown in figure 5-1. Also, in order to fulfill the second desideratum, namely
bidirectionality between language and sensing, the three layered property descriptions
have been devised (stochastic, continuous and categorical layers, shown at the bottom
of figure 5-1). Before considering the hierarchy in detail, let us see an example of the
contents of a situation model at a particular instant (figure 5-2):

Let us briefly consider the example of figure 5-2 in more detail. The current situa-
tion (for time=137) contains descriptions of the robot (agent No.1), the human partner
(agent No.2), and the physical objects (agent No.3). Each agent is broken down to three
parts: physical, interface, and mental. The physical part, describing the physical body
of the agent, is broken down to a set of objects, which are broken down to properties.
Each property is described with three parallel layers of respresentation. Past situations
("moments") are also stored, as well as an event list. Compare this example of contents
with the structure of the GSM representation depicted in figure 5-1.

Now, let us move on to a detailed examination of the different structures that par-
take in the hierarchy. We will start at the highest level (COMPOU N D_AGE N T ), and
go all the way down to PROPERT Y structures and the three layer-description that they
consist of. Then, we will consider sequences of situations occupying more than a single
time instant, and special event structures that mark the timeline. The reader can also
consult figures 5-1 and 5-2 while reading through the detailed description of the types
that comprise the hierarchy. We will break our description of the hierarchy to three parts:
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Figure 5-3: The top-level representations

Top-level, mid-level, and bottom-level.

5.1.1 Top-level representations

At the top-level of the representational hierarchy, we find COMPOU N D_AGE N T struc-
tures, that have AGE N T and AGE N T _REL AT ION structures as their children. In turn,
as we shall see AGE N Ts are divided to three parts: AGE N T _BODY, AGE N T _MIND,
and AGE N T _INTERFACE (see Figure 5-3). In more detail:

The COMPOU N D_AGE N T type

The first thing to be noticed, viewing the hierarchy top-down, is that the "instantaneous
situation" type is termed COMPOU N D_AGE N T . A COMPOU N D_AGE N T 3 is a type
consisting of all the agents (AGE N T ) that participate in the situation, as well as the rela-
tions among them (AGE N T _REL AT ION ). Thus, at a specific time instant, all the infor-
mation relevant to a situation is encompassed in an instance of a COMPOU N D_AGE N T
type, which will include one AGE N T token for the self ("me"), another AGE N T token
for each human participating in the modeled situation ("you"), and one more for each
inanimate object ("it"), as well as AGE N T _REL AT ION tokens for possible relations
among them (for an example, look at figure 5-4(a) below).

3The choice of "compound agent" as a term over the more natural "situation" having been inspired by
notions such as Plato’s "world-being" [Plato1929].
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(a) (b)

Figure 5-4: An example: the bodies of three AGE N Ts participating in a situation-type
(COMPOU N D_AGE N T ) - the three AGE N Ts being the robot (self), the human (user) and a
spherical object, construed as potentially agentive. Left: Depiction arising from continuous layer
of GSM (A), Right: Depiction of corresponding external reality (B)

Figure 5-5: Some AGENT BODY parts for Ripley (robot and human user)

The AGE N T type

Every agent structure breaks down to a three-part representation, consisting of the body
(physical realm), the mind (mental realm), and the interface (between physical and
mental). All inanimate objects are modeled as being potentially agentive - however, as
long as this is not the case, two of the three parts of the agentive representation (the
"mind" and the "interface") remain unpopulated.

AGE N T BODY: Physical realm of agent description

The body is modeled as a "compound object", consisting of simple objects (body parts)
and spatial object relations. For example, the human body might be modeled as a set of
capped cylinders and ellipsoids, each having specific properties. In figure 5-5, you can
see the decomposition of the robot’s and the human’s body into parts for the case of the
GSM implementation for Ripley the robot:
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AGE N T MIND: Mental realm of description of agent

The mental realm is represented by a recursively embedded GSM associated with each
body, enabling the SCA to model the contents of other minds4. For example, imagine
an SCA (let’s call him S) with two agents residing in his situation model: himself (S)
plus a human that is around (H). Let us suppose that each one of them possesses a
GSM: GSM(S) and GSM(H). Within the GSM of S, there will be two embedded GSMs
(at the first level of embedding): one will be S’s estimate of the contents of the GSM of
H, i.e. GSMS(H), and the other will S’s estimate of the contents of his own GSM, namely
GSMS(S). In layman’s terms, the beliefs5 of S, contain some beliefs that are "S’s beliefs
about the beliefs of H", i.e. S’s estimates of the beliefs of H, and some other beliefs that
are "S’s beliefs about the beliefs of S", i.e. S’s estimates of his own beliefs.

Two approximations to the contents of embedded GSMs
Here, at a first approximation, one can make either or both of the following simplify-

ing assumptions: First (A1), if we suppose that there is total "conscious accessibility" of
S’s GSM to himself (i.e. "S believes that he believes everything that he indeed believes"),
then it follows that: GSMS(S) = GSM(S), i.e. the self-model of the GSM coincides with
the actual GSM held by the agent. Second (A2), as is the case with young children, at
early stages of development of a "theory of mind" [Premack and Woodruff1978], we
might also make the "universally shared beliefs" assumption - that is, assume that "S
believes that H believes everything that S believes", i.e. that GSMS(H) = GSM(S). Of
course, if we make both assumptions A1 and A2, then the need for "embedded GSMs" is
trivialized: essentially, we are taking the viewpoint of universality of belief, or "absolute
belief": i.e., that every agent has the same beliefs as we do.

The utility of not making the above approximations
However, all interesting phenomena and all real utility of embedded GSMs, starts

when we do not make the simplifying assumptions. For example, one can suppose that
S believes that some of his beliefs are not shared with H: then, he could issue an INFORM
statement6 to update H’s beliefs ("hey, Jack, there’s a tomato over here!"). Or, S, by virtue
of knowing the differences between his beliefs and H’s beliefs, can comprehend his ac-
tions of reference correctly: for example, suppose S believes there are three balls on a
table, two of which red and one green. Furthermore, suppose that H has not seen the
second red ball, and thus S believes that H believes that there only two balls on the ta-
ble: one red and one green. Thus, when S hears H saying: "Please, give me the red ball"
then S can service this request because S knows, that the description "the red ball" that
H has just uttered is not ambiguous, because it is relative to H’s beliefs and not S’s: thus,
it must refer to the single red ball that is contained in GSMS(H)7. Thus, we have seen at
least two very important uses of embedded GSMs which might have different contents

4Optionally other structures estimating other parts (not only the GSM) of the agent model of the other
SCA’s (such as goal structures etc.) can be included.

5Layman’s terms have been used here only for simplicity - we should bear in mind that "the set of
beliefs" and "the GSM" are not equivalent.

6More precisely, an INFORM speech act, as discussed in section 1.2.5.
7Again, this is a first approximation. At a second approximation, one must take into account that when

H planned his reference, he planned it in accordance not to H’s beliefs, but in accordance to H’s beliefs
about S’s beliefs etc.
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than the embedding GSM: first, they can provide motivation for INFORM speech acts,
and second, they can allow the speaker-and-hearer relativity of referential descriptions
to be taken into account.

Second-level embedded GSMs
Now notice that further embedding can take place recursively: for example, again

in layman’s terms, we might have things such as: "S believes that H believes that H be-
lieves", i.e. S’s estimate of H’s self-model of his beliefs and so on. Similarily, we can have
S’s estimate of H’s estimate of S’s GSM and so on. Going down to the second level can
prove fruitful in solving certain problems, for example in a better solution of the speaker
/ hearer-relative reference resolution problem described above, and so on. However,
going into greater depths, is seldom required, if ever8.

More details on usages of embedded GSMs (such as mind reading) can also be found
in the next paragraphs on the AGE N T INTERFACE, and further discussion of them can
be found in sections 4.2.1, 8.1.2, 8.5.6, and 9.1.3.

AGE N T INTERFACE: Third part of description of agent

The interface consists of the specifications of contact points between mental and the
physical, i.e., "sensory entry" and "action output" parameters. It should ideally con-
tain all the information that would enable: first, prediction of the mental realm given
knowledge of the physical reality around the agent ("sensory entry" parameters - such as
position / pose / characteristics of vision sensors), and second, prediction of the phys-
ical reality around the agent given knowledge of his action decisions. In the terms in-
troduced previously in chapter 3, the "sensory entry" parameters are the essential pa-
rameters of the assumed model M1 (ExternalReality-to-Sensor model), while the "action
output" parameters are the essential parameters of the assumed model M2 (Action-to-
ExternalReality model). Let me elaborate a little more on this.

First, notice that in the previous section where embedded GSMs of others were in-
troduced, we barely mentioned anything about how they are estimated. Notice that in
order to estimate the GSM contents of others, several assumptions must be made regard-
ing the answers to the following questions:

Q1) What is the assumed structure of the GSM’s of others? Does it use the same
property dimensions, categories etc.?

Q2) Apart from the structure, is there equivalence in its causal grounding, i.e. is it
fed through a similar mechanism from external reality (so that its internal signs signify
the same externals?), i.e. in the terms of our proposal, do they have the same Sensor-to-
SituationModel process (P1 as introduced in chapter 3) with the estimating agent?

The obvious first-approximation simplifying assumptions to these questions are:9

A1) The other agent has the same GSM structure that our GSM has.
A2) The other agent’s GSM is fed in the same way through reality, i.e. his P1 is the

effectively similar to ours, maybe with the exception of the location and direction of the

8Furthermore, under certain conditions, such as not having to deal with complicated fraud detection,
it can be shown that going beyond two levels of depth is usually not required.

9In case one does not take the above approximations, the discussion made in section 3.2 is highly
relevant.
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sensory organs. If we assume A1 and A2, then for the example of a simplified agent
whose GSM is only fed through vision and hearing speech, it follows that (in layman’s
terms again): "If I know what he has seen and what he has heard, then I can estimate
what he believes"

Now, let’s make a third assumption:
A3) My beliefs of the external reality that is local to the agent whose GSM is am esti-

mating are complete and correct
Thus, now the previous statement becomes: "I know what he has seen and heard,

because my beliefs cover that. Thus I can estimate what he believes" This is exactly the
basis of the simplified mind-reading procedure proposed here. Thus, mind reading can
be accomplished through:

- Possesing or acquiring beliefs relevant to the local environment of the other agent.
- Estimating the sensory input of the other agent, on the basis of the basis of the "sen-

sory entry" parameters (essential parameters of the ExternalReality-to-Sensor Model),
which are contained in the Interface Part of the description of the other agent.

- Estimating the contents of his GSM, on the basis of by using our model of his
Sensor-to-SituationModel process (P1)

For a simple example10, consider the following:
Let’s assume the "sensory entry parameters" of the other agent consist of an "eye

position" and an "eye pose", and that we have a way to estimate these (through an as-
sumption or through eye tracking, for example). Then, we can visualize the robot’s GSM,
through a virtual camera corresponding to the other agent’s "eye", and feed the other
agent’s estimated GSM with the output of the virtual camera, and at the same time feed
the other agent’s estimated GSM with our audio stream. Then, effectively, we are "read-
ing his mind" - we estimate what he believes on the basis of our estimates of what he
saw and what he heard (figure 5-6).

Now, let’s move on from the task of estimating beliefs to that of predicting changes to
physical reality, which are caused by actions of another agent. In that case, first we need
to do action prediction, and second, we need to estimate the effects of the actions to
reality. For the second task, we need to possess the "action output" parameters, which
are the essential parameters of the conjectured Action-to-ExternalReality Model (M2)11.
For the first, we need estimates of more parts of the agent model of the other agent, in-
cluding his action lists and action selection processes (R5 and P5 in the terms of chapter
3), and so on. Then, after having estimated the other agent’s GSM contents through the
simple procedure described above, and knowing the rest of his agent model including
R5 and P5, we can in principle predict his future actions12.

Thus, to recap, we have seen what the contents of the "Interface part" of the agent
description are, and what their purpose is. First, the "sensory entry" parameters: these
are the essential parameters of the ExternalReality-to-Senses model (M1), i.e. those that
enable us to estimate beliefs of others if we furthermore know about their P1 and R1.
And second, the "action output" parameters: these are the essential parameters of the

10That has also been demonstrated in the past using an implementation on Ripley.
11For more details on M1, M2, P1 etc. please refer to chapter 3 and appendix ??.
12The interested reader might also look at the relevant comments made in [Mavridis2005a].
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Figure 5-6: Simple Mind Reading through a synthetic camera

Action-to-ExternalReality model (M2), i.e. those that enable us to estimate physical re-
sults of actions taken by other agents, that when coupled with prediction of the actions
of others can help us estimate the future states of physical reality. In short, one can say
that the "Interface" contains all the parameters that situate the model of the mind of the
other agent in external physical reality.

Now, having described the three parts of the AGE N T structure (mental / physical /
interface), let us move on in our exposition.

The AGE N T _REL AT ION type

Contains relations that hold between agents, as well as relative terms. Examples of pos-
sible relations holding between two agents: contact, attachment, support or inclusion,
or even non-physical relations. Examples of relative terms: relative position, size, or
again even non-physical. For a discussion and examples see section 8.3.3.

Now, having seen COMPOU N D_AGE N T structures, and how they break down to
tri-partite AGE N T structures and AGE N T _REL AT ION structures, let us move to the
mid-level: COMPOU N D_OB JEC T

5.1.2 Mid-level representations

The COMPOU N D_OB JEC T type

Consists of a list of SI MPLE_OB JEC T S, as well as a list of associated OB JEC T _REL AT ION s
among them.
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Figure 5-7: The mid-level representations

The OB JEC T _REL AT ION type

Contains relative terms between body parts, i.e. simple objects, for the case of rela-
tions of body parts that are parts of the same AGE N T . Here, in a similar fashion to
AGE N T _REL AT ION , one can here encode relative terms between body parts etc. The
difference with AGE N T _REL AT ION is that in the case of OB JEC T _REL AT ION s we
are encoding relations among objects (body parts) of the same AGE N T (body), while in
the case of AGE N T _REL AT ION s we are encoding relations across different AGE N T s,
either across specific body parts of them, or by viewing the whole agent as a single entity.
For more details see section 8.3.3.

The SI MPLE_OB JEC T type

Objects in the physical realm bottom out in clusters of properties. For example, the
representation of a ball might bottom out in a set of properties that model the look, feel,
and location of the ball.13

5.1.3 Bottom-level representations

The PROPERT Y type

In order to fulfill the second desideratum, i.e. allowing bidirectional translation be-
tween sensory-derived data/expectations and linguistic descriptions, each property is

13For example, a list of the properties encoded for the case of the current implementation on Ripley the
Robot can be found in section 6.3.
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Figure 5-8: The bottom-level representations

encoded by a set of three layers of linked representations (Triad), as motivated and in-
troduced in the previous chapter, in section 4.2.2. As a reminder, by property here we
mean a property of a SI MPLE_OB JEC T , such as its color, position, pose etc. Thus,
as shown in figure 5-8, having described the COMPOU N D_AGE N T structure starting
from the top and moving down to AGE N T s, AGE N T _REL AT ION s, parts of AGE N T s
etc., we are now focusing on the bottom part of the figure, and specifically on the part
that is under the spotlight (i.e. the part that is not dark).

A quick summary of the form and function of the three layers to which each PROPERT Y
breaks down can be found below14.

Layer 1 (L1 - Stochastic Layer)

Maintains stochastic representations of properties, suited for sensory measurements.
Let us assume that we have acquired multiple noisy measurements of the position prop-
erty of a particular object by computing the centroid of a tracked visual region over
time. We would like to encode our knowledge of the position in a summary form, which
should give little weight to non-persistent outliers, which should not cause any signifi-
cant loss of measurement resolution, and which should still retain an ability to remem-
ber the spread of sensed values and our confidence in them. We should also be able to
lower our confidence when measurements become outdated, and furthermore actively
drive the acquisition of more current sensory information whenever required. To sat-
isfy the above requirements, it would be reasonable to represent position property as
a stochastic variable, through a probability distribution (e,g., a continuous parametric
form, or as we have implemented it, a discretized histogram).

14For more details and examples, the reader can refer back to section 4.2.2.
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Layer 2 (L2 - Continuous Layer)
Maintains continuous single-valued encodings of properties, suited for use as ac-

tion control parameters. Consider a scenario where we want to execute an action which
requires the position of the object as a parameter. For example, we might want to use
the object as a target for a lift motor routine. The stochastic distribution must be sam-
pled in order to guide action. In our current implementation, the continuous layer may
be generated by selecting the maximum density point from L1. A second motivation
for maintaining L2 is to support simulation based reasoning. To simulate interaction
of objects over time, a single value for properties such as size, orientation, and position
leads to computationally tractable physical simulation, whereas stochastic representa-
tions would be far more complex and time-consuming to manipulate.

Layer 3 (L3 - Categorical Layer)
Maintains discrete, categorical encodings of properties, suited for interfaces with

natural language. Consider the scenario of asking the robot where an object is. To re-
spond, a verbal spatial category must be produced and communicated by the robot (e.g.,
"at the left"). We need to be able to provide a single discrete value corresponding to the
verbal category chosen, or better yet, provide a probability distribution over multiple
spatial categories. This is what the categorical layer, L3, accomplishes. It represents a
property as a distribution over a number of verbal categories (while in L1 we had a fine-
grained distribution over sensory-derived measurements). For example, we might have
"left", "right", "center" in the case of position, or "red", "blue" in the case of color etc.
We have suggested that the categorical layer is motivated by the need for production of
verbal descriptions. It is equally motivated by the converse need, translating from ver-
bal descriptions to property representations: the robot might be told that "there is an
object at the center". If there is total confidence in the linguistic source, the robot can
represent the information as a discrete distribution over the categories, with P(location
= center) = 1 and all other probabilities zero.

To summarize: In short, the GSM represents a situation as a hierarchy of objects
in the physical realm linked, optionally, to a mental realm. The realms bottom out in
a linked three-layered representation comprising stochastic (L1), continuous (L2), and
categorical (L3) levels.

5.1.4 Moments and Events

So far, we have only talked about instantaneous "snapshots" of situations. As mentioned
in section 4.2.1, the GSM should also be able to deal with sequences of situations. Thus,
the types of "moments" and "events" and "histories" are introduced. The "compound
agent", i.e. a particular configuration of the GSM, represents a "moment" in time - a
snapshot of the state of the situation. Sequences of "moments" create "histories". An
"event" is a structure providing landmarks on the sequence of moments. It consists of an
event type ID, start/end time indices, and a list of participants (agents or bodyparts)15.
For example, look at figure 5-9.

15One can also note here the analogy between the quantization of space through objects, and the cor-
responding quantization of time through events.
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Figure 5-9: Example of Moments and Events

In figure 5-9, an example of a history fragment containing moments and events is
depicted. This history fragment starts at moment 147 and finishes at moment 164. It
contains three events: event no. 17, event no. 18, and event no. 19. Event no. 17 is an
"object appearance" - type event, and its sole participant is the red ball (object no. 26).
It is an instantaneous event, and takes place during moment 154. In contrast, event no.
19 is an event with duration, (of type "ismoving"), with the participant being the head
of the robot, and has started at moment 163 but has not finished yet within this history
fragment.

Now, having discussed the contents of the basic GSM representational hierarchy,
starting from COMPOU N D_AGE N T structures and going down to PROPERT Y struc-
tures with three layers, and having also introduced the moment and event types, we can
now proceed and discuss the basic GSM processes that operate upon the described rep-
resentational structures.

5.2 GSM processes

One can view the GSM as being involved in two basic purposes: belief maintenance
(update beliefs about the situation on the basis of linguistic or sensory evidence), and
action control (getting action parameters - words to be said, locations of objects to be
reached etc). The constituents of the GSM hierarchy, and each object’s layered prop-
erty representation is created and maintained using update procedures described in
this section16. In this conceptualization, perception tries to "mirror" parts of the fourth
layer (external reality) into the GSM. Action, on the other hand, can be seen as trying to
"mirror" parts of an imaginary desired GSM into external reality]. A sensory evidence-
to-GSM matching processes is also a member of the set of the basic processes of the
GSM.

5.2.1 The basic GSM operational cycle

The basic GSM operational cycle is shown below: (figure 5-10)

16Note that conceptually, we can treat the robot’s external physical world as a fourth property layer
("L0") that interacts with the other layers via sensorymotor processes (as seen in Figure 5-1].
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Figure 5-10: Pseudocode of basic operational cycle of GSM - two first level sub-cycles, and a total
of five second-level sub-cycles

Notice that the main cycle is first broken down to two first-level sub-cycles: updating
the GSM and servicing requests (i.e. Input to and Output from the GSM), which are then
broken down to a total of five sub-cycles, depending on the type of data and/or request
(words, senses, actionparams).

In the following figure, a pictorial overview of some of the basic sub-cycles can be
seen, for the example case of sensing the position property of an object through vision:

In the first column (left-to-right), one can see the contents of the three layers of the
position property in the case of arrival of sensory information - the robot is currently
seeing the object. In the second and third columns, the robot is looking away and the
object is not in the field of view anymore - and thus uncertainty about the position of
the object increases. Finally, in the fourth and fifth columns, an object is instantiated
not on the basis of visual, but on the basis of linguistic information: "Imagine a red ball
at the center" etc.

Now, to familiarize the reader, we will first briefly look through subcycles 1.1-1.3 (sit-
uation model updating when sensory, linguistic, or no information arrives), and then
consider all the processes in more detail.

Subcycle 1.1: Incoming Sensory Data

When a sensory object reaches vision, first a matching process (part of senses-to-L1)
tries to match it to existing objects within the GSM. In this example, we assume that the
GSM originally contained no passive objects, and thus upon first viewing the red ball an
AGENT containing a single OBJECT within the GSM was instantiated (created). Again,
within senses-to-L1, its initial property contents are then updated through the incoming
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Figure 5-11: GSM Subcycle examples (left-to-right): Column 1 - subcycle 1.1, Columns 2&3 -
subcycle 1.3, Columns 4&5 - subcycle 1.2
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Figure 5-12: Subcycle 1.1 - Objects instantiated through vision (senses-to-L1, L1-to-L2, L1-to-
L3)

sensory information. Then, L1 feeds L2 (obtaining a single value out of the distribution
in L1), and finally, L1 feeds L3, obtaining a distribution on verbal categories, such as
"center", "left" etc. for the case of position.

Subcycle 1.3: No relevant incoming information (sensory or speech)

When no new information about an object arrives (neither through vision nor through
language), the uncertainty about the old information needs to increase, and thus a dif-
fusion process diffuses the contents of L1. Then, as was also the case for subcycle 1.1, L1
feeds L2 (obtaining a single value out of the distribution in L1), and finally, L1 feeds L3,
obtaining a distribution on verbal categories, such as "center", "left" etc. for the case of
position.

Subcycle 1.2: Incoming speech-derived data

In this case, words are translated to a distribution over verbal categories in L3, and then
L3 feeds L1 (transforming the verbal category distribution to a sensory expectation), and
once again L1 feeds L3 (deriving a single value from the sensory distribution)

Many more details on these cycles and subcycles are given in the next sections, and
the reader should also refer to figures 5-11, 5-12, 5-13 and 5-14 while reading through the
paragraphs. Let us now move on from the general description to discuss the specifics of
all the parts of the subcycles, i.e. the basic GSM processes (such as words-to-L2, L1-to-
L3 etc), in more detail:
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Figure 5-13: Subcycle 1.3 - Persistent objects (diffuse-L1, L1-to-L2, L1-to-L3))

Figure 5-14: Subcycle 1.2 - Objects instantiated on the basis of speech (words-to-L3, L3-to-L1,
L1-to-L2).

5.2.2 The basic GSM processes in detail

We will use the updating of an object’s position property as an illustrative example (as
seen in figure 5-11 from the previous section). We will adopt the notation Ci/Rj for the
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columns/rows of this figure. Pseudo-code is available at appendix ??.

Initial State of stochastic layer (Init-L1):

Given no information (sensory or linguistic) about the position of an object, we are faced
with a choice: what should be the initial probability distribution on positions? In our
robot’s particular case, objects are assumed to be on the table - thus the object’s loca-
tion must be bounded in space defined by the surface of the table. As a first approxima-
tion the a priori probabilities of unseen object positions are spread uniformly across the
table.

Updating the stochastic layer when sensory information is available (Senses-to-L1):

Now let us suppose that an estimate of the position of an object is generated by the
visual system. First, a matching process (termed "The sensory-object to GSM-object
matching process" and described later in this section) attempts to assign matches be-
tween incoming sensory information and sensory expectations based on the previous
state of the GSM, which reside in the stochastic or continuous layers. Then, objects are
either created, destroyed, or updated depending on the outcome of the matching pro-
cess. Here, we will first consider the method of updating the stochastic layer contents,
in case a match between a sensory object and an existing object in the GSM is found.
Later in this section, we will explicate the matching process. Let us now describe the up-
date process. How should the probability distribution of the stochastic layer be updated,
given incoming sensory information? We have chosen to calculate the new distribution
as the weighted sum of the old distribution with a rectangular envelope centered at the
new measurement. In the limiting case, this envelope consists of only one bin, namely
the bin which contains the new measurement. The weight and envelope can be adjusted
to fit the noise and temporal characteristics of the measurement.

Diffusing the stochastic layer when sensory information is not available (Diffuse-L1):

As a general rule, we assume that over time, knowledge becomes less reliable with-
out information refreshing. For example, let us suppose that sensory information is
not currently available about an object’s position because the robot is not looking at it.
Over time, the robot’s confidence in knowing the position of the object should decrease
(someone might move it while the robot is not moving, etc.). To model this confidence
decay in L1, we use a diffusion process. The new value of each element of the position
distribution in L1 is given by the weighted sum of its old value with that of its neighbors
within a pre-specified neighborhood. The expected rates of change dictate the settings
of the weights. Diffusion parameters are set separately for each property modality. Color
and shape beliefs are diffused much more slowly since they are far less likely to shift over
time (but color, will, for example, shift in perception as lighting conditions change). For
example, in C1 an object has been visible for some period of time and is still visible. In
R2C1, the resulting distribution has become very sharp after the object was stable and
visible for some time - in fact it consists of a single bin (under the cross-hair). The robot
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knows where the object is with certainty. In contrast, in R2C2 and R2C3, the robot’s head
has looked away, and the object has not been visible for some time (C2), and even more
time (C3). The diffusion process has taken over and spread out the distribution.

Speech-derived information updating the categorical layer (Worlds-to-L3):

The categorical layer consists of a distribution over a set of verbal positional categories
("right", "center" etc.) . If the robot receives information that the property value "left"
was given through speech for the object under consideration, then the robot sets P("left")
= 1 while the probability of other categories is set to zero. If such information is absent,
it has two choices. Either the system can assume an empirical prior over the verbal cat-
egories, or it can use a non-informative uniform prior, and again we have chosen to
implement the latter. In C4, the position is specified by the verbal information "...at the
center". Thus, in R4C4 we have P("center")=1 while P(other category)=0. In contrast,
when no spatial information is given through speech we get a uniform pdf (see R4C5).

The stochastic layer feeds the categorical layer (L1-to-L3):

Whenever information enters the GSM (either via L1 or L3) or when a change occurs
due to diffusion, the three layers must be updated in order to ensure cross-layer con-
sistency. If the change has occurred at the stochastic layer, then update information
feeds the categorical and vice-versa. The continuous layer is always fed via the stochas-
tic. The stochastic layer contains more specific information than the categorical, and
thus the forward feeding process is many-to-one and straightforward. Each property
has an associated classifier, which here we will call "categorical classifier". The classifier
maps continuous sensory-derived values to categories. The classifier could in principle
be implemented by any algorithm, such as SVM’s, neural networks, etc. For simplic-
ity, we have implemented nearest neighbor classification around predetermined cen-
ters17. Initially, all verbal categories are assigned zero probability. Then, each bin of the
stochastic layer is considered. The probability of the verbal category associated with the
center of the bin (according to the classifier) is increased by the amount of probability
that corresponds to the bin of the stochastic layer that is under consideration. As a re-
sult, we obtain probabilities of verbal categories as the sum of the probabilities of their
corresponding bins in the stochastic layer. The narrowly-spread stochastic distribution
in C2R2 has created the narrowly-spread categorical in R4, and the widespread of C3R2
leads to the one in R4.

The categorical layer feeds the stochastic layer (L3-to-L1):

If we try to invert the previous transformation, a one-to-many mapping results. In or-
der to achieve uniqueness, we enforced the constraint that the stochastic layer bins that
correspond to the same verbal category should be equiprobable. Originally, the stochas-
tic layer elements are all assigned zero probability. Each category is considered in turn.
The elements that correspond to the category under consideration are marked, and the

17For more refined spatial models, see discussion in section 8.3.3.
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probability of the category under consideration is spread equally among them. In C4,
when R4 is fed to R2, the area corresponding to the bins whose centers would be classi-
fied as belonging to the "center" spatial category is filled with equal probability. In C5,
each category corresponds to a rectangle such as the one shown in the C4R2 for "center",
thus the whole of C5R2 is equiprobable.

Translation from the categorical layer to descriptive speech (L3-to-words):

Consider the case of R4C1. Unquestionably, as P("center") approaches unity, the robot
can describe its position as "at the center". But things are less clear in C2 and C3. There,
according to a decision tree created with preset thresholds on the probabilities of the
three most highly probable categories and the entropy of the distribution, numerous
different resulting verbalizations occur. For example, if P(most likely category) > 0.7 and
< 0.9, then we get "most probably at the <spatial category>" (C2). As a further example,
when the distribution is almost equiprobable as quantified by its entropy, then we get "I
have no idea" (C3). The decision thresholds that were currently arbitrarily set, but could
be empirically learned.

The stochastic layer feeds the continuous layer (L1-to-L2):

Here, we are seeking a single representative value for the distribution of the stochastic
layer. Here we have chosen the statistical mean (and not mode), as no bimodal distri-
butions arise. In our example, all the distributions shown in R2 share the same mean,
i.e. the center of the table. Thus, if the robot were to look at an object, in both cases the
same target fixation point would selected to guide the motor system.

The continuous layer drives action parameters (L2-to-acti):

Here, we simply select the required properties for the action to be taken (for example,
the position and size of an object for a grasping action), and fetch it from the continuous
layer, that has been fed previously through through the stochastic layer.

The sensory-object to GSM-object matching process (part of senses-to-L1):

Let us present an example - for the case of vision, and for the objects in the GSM that are
within the current field of view, consider a case where:

- I have sensory evidence for two objects through vision:

• ObjV1: sensory property estimates are:
position(1.2,0.4,0.1), radius(.2), color(0.8, 0.1, .05)

• ObjV2: sensory property estimates are:
position(0.2,0.5,0.05), radius(.1), color(0.1, 0.1, .75)

- I have sensory expectations for three objects within the GSM :

• Obj14: sensory property estimates are:
position(1.25,0.39,0.11), radius(.21), color(0.79, 0.11, .03)
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• Obj22: sensory property estimates are:
position(0.2,-0.5,0.05), radius(.1), color(0.1, 0.8, .05)

• Obj23: sensory property estimates are:
position(1.2,0.4,0.1), radius(.2), color(0.8, 0.1, .05)

Now the question arises: how should we decide how (and if) to associate sensory
objects to our sensory expectations? First, let us tackle the "if" part. Three cases might
arise in the matching:

• A sensory object exists which cannot be matched well enough to a sensory expec-
tation (case a)

• A sensory expectation exists which cannot be matched well enough to a sensory
object (case b)

• A sensory object exists which can be matched sufficiently with a sensory expecta-
tion (case c)

Thus, we must decide what a suitable matching metric and algorithm is, and also
what are appropriate actions for the cases a)-c).

Let us tackle the actions first.

• For the case of a), a new object must be created within the situation model (CRE-
ATE).

• For the case of b), an existing object in the situation model, has to be deleted,
because its sensory expectation was not verified through sensing (DESTROY) 18.

• For the case of c), an existing object in the situation model must be updated on
the basis of the properties of the sensory object it was matched with. We gave a
more detailed description of this case in the previous paragraphs describing sen-
sory updates.

Now let us return to the example case. In the above example, we notice that the mea-
sured properties of ObjV1 are pretty near the sensory expectation of the properties for
Obj14 - thus, we would expect a successful match and a resulting UPDATE of the proper-
ties of Obj14 through the information of ObjV1. On the other hand, ObjV2 has properties
that are quite different than those expected for Obj22 and Obj23 - thus, as a match can-
not be found, a new object will be created within the situation model (with a new unique
ID given to it - say Obj24) in order to account for the sensed object (CREATE). Finally, the
expectations for both Obj22 and Obj23 were not fulfilled - thus, both of these objects will
be destroyed (DESTROY).

Now let us revisit the matching metric and algorithm question. There can be two
variants to the metric: first, a simplistic case (continuous-layer based), measuring the
match between the sensory object properties and the categorical layer properties of the
GSM object under consideration, and second, a stochastic-layer based case, where the
match between the sensory object properties and the stochastic layer properties of the
GSM object is measured. In the first case, we match a set of vectors to a set of vectors of

18An "open world" assumption underlies this choice.
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Figure 5-15: Matching sensory objects (sensory evidence) to GSM objects (sensory expectations)
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equal number and dimensions - and thus, a weighted distance norm can be used, such
as19:

d(Ob jVi ,Ob j j ) = w1dpos(Ob jVi ,Ob j j )+w2dcol (Ob jVi ,Ob j j )+w3dr ad (Ob jVi ,Ob j j )
(where pos=position, col=color, r ad=radius)

In the second case, we match a set of vectors to a set of probability distributions of
equal number and dimensions. Thus, we assign20:

spd(Ob jVi =Ob j j ) =
pd(pos = sensed posi t i on)pd(col = sensedcolor )pd(r ad = sensedr adi us)

where pd= prob. density

In practice, this expression is calculated up to a scalar multiplier, by taking the prob-
ability of the bin of the position expectation histogram (stochastic layer) within which
the measured position value falls, and similarily for color, radius etc. Of course, in both
cases, an arbitrary threshold for successful matching needs to be chosen - maximum
distance for match or minimum scaled probability density.

Having discussed the matching metric, let us now move on to the algorithm ques-
tion. As the number of sensory objects within the viewport (and the corresponding ex-
pected objects in the GSM) is small, we employ an exhaustive search through all possible
matches, as described in ( [Roy et al.2004]).

Now, having seen the basic GSM processes in detail, let us move to the GSM pro-
cesses that are related to temporal model construction - i.e. to deriving and accessing
moments and events.

5.2.3 Processes for temporal model construction

As described before in section , the temporal model of the GSM consists of MOME N Ts
and EV E N Ts.

MOME N Ts are created in a straightforward manner. The current GSM state is copied
and time-indexed. In the current implementation, MOME N Ts are stored forever. For
round-the-clock operation, some form of memory filter / consolidation must be added,
but this has not been explored yet.

EV E N Ts are created and continuously updated based on the current and previous
moments, through "black boxes" processes that we term "event classifiers"21. These
black boxes are continuously fed with the current MOME N Ts, and paste EV E N Ts to an
event list. EV E N Ts might be instantaneous or optionally encode duration. For exam-
ple, when velocity (approximated by positional differences) rises above a preset thresh-
old, it triggers the creation of the instantaneous "start moving" event. In contrast, an
EV E N T having duration is first created, and then its end time is continuously updated
as long as the event holds (e.g., the "is moving" event has duration equal to the period

19Also look at [Roy et al.2004].
20This is just pd(sensed property values|stochastic layer contents).
21See also section 8.3.1.
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that an object is observed in motion). The "event classifiers" are again very simple in
this first prototype. However, they are plug-in replaceable by more complicated train-
able classifiers, utilizing hidden markov models, stochastic context free grammars etc.

Now, having discusses the basic GSM representational structures and processes, let
us move on to the introduction of the proposed GSM modular implementation archi-
tecture.

5.3 GSM modular implementation architecture

A modular architecture running on multiple CPU’s in which the GSM resides in a central
module has been implemented 5-16).

The software implementation of the GSM and its associated algorithms is organized
around a set of modules (As seen in figure 5-16):

Situation Model:

The module holding the current state of the GSM. This module broadcasts its contents
to other modules over network connections, and processes requests for object creation
/ deletion / updates from the modality-specific modules in order to maintain the GSM
object hierarchy.22.

Visor, Proprioceptor, Imaginer (modality-specific modules):

Each of these modules propose changes to the current GSM state, which is broadcast
from the Situation Model. Visor listens to the visual stream, while Proprioceptor con-
nects to the robot’s position and force encoders. Imaginer processes linguistic descrip-
tions about real or imaginary situations. Via the imaginer, the situation model can now
be fed not only through the senses but also through linguistic descriptions, and be later
updated by either.

Inquirer:

Provides the capability of answering simple questions about the present, such as "What
color are the objects at the left?", and also of acting on objects described through the
present: "Touch the blue one". Carries out object referent resolution, and requests ap-
propriate actions.

Rememberer:

Through this module, the past becomes accessible. It uses the "event" lists in order to
resolve temporal referents such as "when the red one appeared" etc. Then, and after

22An important design question here is concerned with the possibility of conflicting information regard-
ing an object entering through different modalities: for example, I heard that there is a ball, but I cannot
see it; more on how we deal with this problem in the next chapter 6. More complicated treatments could
be possible future extensions.
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Figure 5-16: Proposed modular architecture
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also having resolved the object referents at the right times, it feeds the appropriate "mo-
ments".

Utterance Router:

This module classifies incoming utterances, and forwards them to an appropriate mod-
ule for servicing: Imaginer, Inquirer or Rememberer. INFORM speech acts ("there is a
. . . ") are sent to the Imaginer module, REQUESTS for action or answers regarding the
present are sent to the Inquirer, while REQUESTS involving the past are sent to the Re-
memberer.

Action Router:

This module routes requests for actions (generated by the Inquirer or Rememberer) to
either the speech synthesizer (in the case of speech actions) or the motor controller (in
the case of motor actions).

Notice here, that the primary data structure that is exchanged among modules is
the present state of the situation (a COMPOU N D_AGE N T data structure, in the ter-
minology introduced before in section 5.1). Changes to this are proposed by the various
sensory-specific modules (visor, imaginer etc.), which then drive both language and mo-
tor actions (through the inquirer and the rememberer). MOME N Ts and EV E N Ts are
only held in the Rememberer.

Among the other modules, various types of messages are passed. Proprietary mes-
sages23 supply information from vision, touch sensors, proprioception, while simple
utterance events feed the utterance router, and action requests feed the action router.
More specific details will be given at the next chapter (6), when we leave the level of the
overall modular implementation architecture, and enter the specifics of the implemen-
tation in "Ripley the Robot".

5.4 Recap

Having discussed the overall agent architecture within which GSM-based systems reside
in chapter 3, we then motivated and introduced GSMs, and derived elements of an over-
all GSM architecture from two explicit desiderata in chapter 4. There, we first introduced
the breakdown of situations in agents, composite objects, simple objects, properties, as
well as the three-layered descriptions (stochastic, categorical, continuous), without get-
ting in further details.

In this chapter, we discussed the specifics of the GSM proposal: the proposed con-
tents of the GSM representation (introducing data types such as COMPOU N D_AGE N T ,
EV E N T etc.), the details of the associated processes that operate on it and move data in
and out of it (introducing processes such as (senses-to-L1), (L1-to-L2) etc.), as well as a

23Left unspecified in this generic chapter, at the level of description entertained here.
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multi-module architecture for implementing GSM’s through intercommunicating pro-
cesses in real-world systems (introducing modules such as "imaginer", "action router"
etc.).

In the next chapter, we will see how all of the above were customized on the basis of
a behavioral specification, and implemented in a real-world system: Ripley the Robot.

131



132



Chapter 6

The implemented real-world system:
Ripley the Robot

An operational implementation of the GSM proposal, using the platform of the conver-
sational robot Ripley has been built, and demonstrated numerous times in Media Lab
open houses and to other visitors. This system was designed on the basis of a behav-
ioral specification, which was later extended. Given the embodiment/hardware of the
robot, the specifics of the GSM proposal described in the previous chapter, were further
customized in order to meet the behavioral specification. The robot’s language compre-
hension abilities that were achieved are comparable to those implied by a standard and
widely used test of children’s language comprehension (the Token Test for Children), and
in some directions also surpass those abilities: for example, the robot is able to respond
to references to past experiences and also to be informed about parts of the situation
through language.

In this chapter, we will start in section 6.1 by describing the embodiment and hard-
ware of Ripley, then move on in 6.2 to the behavioral specification on the basis of which
its GSM was designed. In section 6.3 we will see the customized representations that
were coded for Ripley, as well as the processes and modular implementation architec-
ture in 6.4. These representations, processes as well as the architecture were based on
the specifics of the GSM proposal that were described in chapter 5, and were customized
in order to meet the behavioral spec. Finally, in 6.5 we will discuss how the implemented
system compares with other existing conversational robots, and in 6.5.1 point out three
novel achievements of Ripley as compared to all of the other systems.

6.1 Embodiment and hardware

He we start by describing the physical: the embodiment that we were given. The inter-
ested reader might ask: "How dependent is the approach and the implementation to the
specific embodiment that you had? What must change if the embodiment changes?".
An answer to this question is attempted in 8.5.1. Let us now proceed to the case of our
implementation on the robot Ripley, which we will describe in this chapter.

"Ripley the Robot", is a manipulator robot under development in our lab. Apart from
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Figure 6-1: The robot, the author, and the table top with the objects that are manipulated.

numerous experiments that have used it as a platform in previous years1, we also an-
ticipate it will continue serving as a basis for developing more sophisticated linguistic
abilities in the future. The robot’s environment consists of a table populated by objects,
and a human interacting with the robot and the objects, who is standing near the edge
of the table. (figure 6-1). The robot’s originally intended purpose was to serve as a "con-
versational helping hand".

The manipulator robot is an arm with 7 degrees of freedom, equipped with: force
feedback actuators (a), a gripper with force-sensitive touch sensors integrated into each
finger tip (b), joint angle encoders (c), dual cameras mounted around the gripper (d),
speakers and a microphone (e). Let us consider each of these components in turn:

(a) The force feedback actuators enable the robot to enter a special gravity-cancellation
mode (zero-grav), under which it becomes virtually weightless, and thus very easy for a
human to manipulate and move around. This mode is used for recording trajectories
that have been used for action learning. The robot learns in a way similar to taking the
"baby’s hand" in your hands and moving it around, in order to demonstrate a move.
This method of motor demonstration is advantageous over vision-based imitation mo-
tor learning, due to its simplicity - no complex human body / arm tracking through vi-
sion is required. Furthermore, the force encoders enable the robot to "weigh" objects, a
feature that has been used in the implemented system.

(b) The gripper is able to grasp / handle / put down simple objects of roughly 3-6
inch diameter, and the touch sensors can successfully indicate grasp success / failure,
but unfortunately have little useful resolution inbetween the two extrema, that might
have been useful for hardness/softness measurements.

(c) The angle encoders provide proprioception for the robot (knowing in what config-
uration your body is). They require re-calibration through a standing reference position
every time the system is reset.

(d) The dual miniature ELMO cameras are used for mono or stereo vision, and pro-

1 [Hsiao et al.2003], [Roy et al.2003] [Roy et al.2004], [Mavridis and Roy2006a] etc.).
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Figure 6-2: Ripley’s head - manipulation handle, gripper, cameras mounted at the sides of grip-
per

vide analog signals which are later digitized. Their mechanical fixture unfortunately
does not allow precise calibration or positioning.

(e) A set of speakers hidden behind the robot provide speech output, and a wireless
microphone worn by the human user provides speech input.

In terms of reachability in the operating space of the robot, although a big part of the
space is reachable in terms of positioning the head in the point under consideration,
this is not the case for arbitrary pose/position configurations, as was reported in the
investigation carried out in [Mavridis2004a]. As can be seen in the figures of this investi-
gation, only a small part of the operating space is reachable for a given pose. This creates
problems in taking multiple views around an object, in attempted multi-view geometry
reconstruction experiments. More on multi-view reconstruction in section 9.1.1.

The robot’s software, consisting of multiple modules along the overall modular ar-
chitectures described in 5.3, is currently distributed on 8 PCs plus the robot’s onboard
controller, all of which are interconnected through gigabit Ethernet on a single 12-port
router. More details on the software in section 6.4.

6.2 Behavioral Specification

There were two historical stages in the behavioral specification of our specification.
There was an initial part first, which was implemented - i.e. the specifics of the GSM
proposal that were described in the previous chapter, were customized in order to meet
the behavioral spec and the embodiment. Later the specification was extended, and the
system was consequently extended in order to meet the new requirements.

6.2.1 Initial Behavioral Spec

We set the following behavioral goals for the system to be implemented:
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Figure 6-3: Human hand-related event detection

B1) Answering questions about the present physical context: For example: "What
color is the one on the left?" (a question about objects on the table).

B2) Quantifying and expressing confidence in beliefs: Thus, when asked about the
location of an object that it hasn’t seen for a while, it might answer, "Probably at the left,
but maybe not", expressing uncertainty since the object might have been moved while
the robot was not looking.

B3) Respond to spoken requests: For example: "Look to the left" or "Hand me the
small red one", for which the robot should respond with situationally appropriate motor
actions.

B4) Imagining situations described through language: This covers the understanding
of commands such as "Imagine an object at the left", or descriptions such as "There is a
small object at the right". Such speech acts must be translated into representations that
may later be related to sensory input.

B5) Remembering and resolving temporal referents: The robot should keep track of
salient past events and be able to talk about them. The robot should be able the robot to
answer questions such as "What color was the object that was at the center of the table
when the red one appeared?".

Indeed, as we will see in the next sections, our implemented system was able to meet
and surpass the above behavioral goals that were set.

6.2.2 Extended behavioral Spec

We later augmented the original behavioral spec given in the previous section with the
following additional behavioral goals:

B6) Resolving indexical human hand pointing: so that the robot can understand in-
dexical expressions such as "what color is this one" which consist of words plus finger
pointing.

B7) Recognizing human hand-related event detection: so that the robot can answer
questions such as: "Where was the blue one when my hand started touching the red
one?"

Notice here that B7) is of utmost important towards action coordination with hu-
mans, when cooperating towards a common goal - for example, imagine a construction
task. In that case, it is not enough for the robot to be able to perform actions on objects
itself ("pick up", "put down" etc.), but it also should be able to detect the performance
of these actions by humans (when the human has performed a "pick up", "put down"
etc.), so that it can coordinate its actions. In general, for a robot to cooperate with hu-
mans, it is not enough to be able to manipulate objects itself - it should also be able to
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Figure 6-4: Rudimentary translation - using the situation model as an interlingua

recognize what humans are doing to objects. This capability, apart from being essential
for turn taking in such tasks, is also very useful for learning of construction procedures
by imitation - not at the level of minute moves, but at the level of primitive actions on
objects ("pick up") etc.

B8) Extending speech interface to multiple languages: Here, the goal is for the robot
to be able to achieve all the above functionality not only in English, but also in other
languages such as Greek, and to also be able to switch between languages in real-time,
depending on the language it is addressed with.

Notice here that due to B8) an extremely basic demo of another capability of GSM’s
can be demonstrated: situation models acting as an interlingua for translating between
languages. For example, one can give an INFORM statement in English: "There is a red
object at the right", and then ask about information about the object in Greek: "Ti xr-
wma einai to antikeimeno?" (i.e. "What color is the object") and get an answer in Greek:
"Einai kokkino" ("It is red"). This is an extremely rudimentary example of translation,
but with future extensions towards story understanding (inform statements describ-
ing sequences of events - see discussion in section 9.1.4), the capabilities of translation
might become significant.

Again, as we will see, the above goals that were set were met2

6.3 Representations

The creation/updating of the above representations will be discussed in the next sec-
tions, i.e. processes and modular implementation architecture. Here some details of the
data structures will be given.

6.3.1 Body Parts (SI MPLE_OB JEC T data type)

Each SI MPLE_OB JEC T has a uniquely generated ID. It also contains the following
PROPERT Y instances that were encoded in triads (stochastic, continuous, categorical)
within SI MPLE_OB JEC T :

P1 - Position (3D): Object center position
P2 - Pose (3D): Object pose in scaled quaternions, convertible to matrices / angles

2However, no speech recognition for Greek was setup - the multilingual capabilities are limited to con-
sole text input. Greek speech is also fed to an english synthesizer, creating a funny-sounding phonemisa-
tion. Anyway, these extensions would be straightforward in the future.
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Figure 6-5: The instantaneous contents of a position property triplet for an object located near
the center of the table: stochastic, continuous, categorical.

P3 - ShapeParams(3D): Object shape params such as radius for spheres etc.
P4 - Weight (1D): As acquired from the force sensitive sensors
P5 - Color (3D): Simple RGB-space color

An augmented set with some further experimental PROPERT Y instances (for work un-
der progress) was also used for some demos:

P6 - 3D voxelised occupancy grid: for 3D model acquisition3

P7 - Linear Velocity (3D) - for experim. with dynamics/prediction through physics sims
P8 - Angular Velocity (3D) - as above
P9 - Force Accumulator (3D) - as above
P10 - Torque Accumulator (3D) - as above

6.3.2 Situation (COMPOU N D_AGE N T data type)

The situation was modeled as consisting of four agents (robot, human, table, objects):

• Robot Model (AGE N T No.1):
Body (COMPOU N D_OB JEC T ): Capped cylinders leading to a rectangular box.
Interface: Viewpoint and viewdirection of two eyes. Ears assumed omnipotent.
Mental: Equal to GSM (assumption: robot believes it believes all that it believes,
i.e. all beliefs are consciously penetrable for robot)

• Human Model (AGE N T No.2):
Body (COMPOU N D_OB JEC T ): Capped cylinders for torso and hand, sphere for
head
Interface: Viewpoint and viewdirection, ears omnipotent.
Mental: Either I) Equal to GSM (assumption: robot believes human believes what
robot believes), or II) Fed through synthetic vision from Robot’s GSM through hu-
man viewpoint (assumption: robot believes that the human believes what is/was
accessible from human’s viewpoint) - used in some experiments.

• Table model (AGE N T No.3):
Body (COMPOU N D_OB JEC T ): cylinder with very small length
Interface: N/A
Mental: N/A
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Figure 6-6: the most-likely-state visualization (continuous layer) of a situation - Robot model
looking down on table model which is populated with two object models, while the human
model is touching one of the object models with his hand

• Model of Objects on table (AGE N T No.4):
Body (COMPOU N D_OB JEC T ): spheres
Interface: N/A
Mental: N/A

Relative properties among objects (AGE N T _REL AT ION ):
Used for experiments with spatial relations among triads, as discussed in 8.3.3.

6.3.3 History (H I ST ORY data type)

A history consists of MOME N Ts (time-indexed compound agents) and EV E N Ts. The
following eventtypes are supported4:

Creation/existence/destruction,
Coming in view/remaining inview/getting out of view,
Movement start/movement continues/movement stops,
Move up starts/move up continues/move up stops (for pickup detection)
Move down starts/move down continues/move down stops (for putdown detection)
Start touch/is touching/stop touch
Start pickup/is picking up/stop pick up
Start putdown/is putting down/stop put down
In figure 6-7, you can see a real fragment from an event list of a history gathered

during Ripley’s operation.

6.3.4 Messages outside situation model

Proprietary - some described within next section.

4For the corresponding verbalisations, have a look at appendix A.

139



Figure 6-7: Description of a fragment from an EV E N T list of a H I ST ORY

6.4 Processes and Implementation Modules

Here, I will unite the previously separated sections on processes and implementation
modules, for ease of presentation. All software is running under Linux, with most mod-
ules written in C++ (some Java too). Libraries that were used in the code include OpenCV
(computer vision) and OpenGL (graphics). The modules intercommunicate with each
other through the PVM protocol [PVM]. A wrapper on top of pvm was written in order
to provide channel naming etc.

Zooming in the block boxes and exposing the details of the current system:

6.4.1 Vision front-end

A long push-forward architecture, with three parallel streams (objects, faces, hands) is
used for vision, and it occupies one dual Xeon rack machine per camera. A short de-
scription of the vision system is: (look at figure 6-8)

Two camera capture modules (Left/Right), each feeding an object segmenter, a skin
segmenter, and a face detector, each of which followed by an objecter 2D. The outputs
of the skin segmenter and the object segmenter fed into two stereobjecters. All outputs
as well as stereobjecter outputs fed to visor.

Capture, segmentation, facedetect:

The analog composite video signal is fed through conditioning boxes to firewire video
digitizers, which drive the capture module. Hand and object detection is performed
using trainable color probability-based foreground/background segmenters that decide
on a 5x5 pixel block basis, and only report regions fitting area / perimeter / inclusion of
center criteria. The output of these modules is two streams for each: one containing
pixel-by-pixel regions, the other fitted ellipsoids with an average color attached to them.
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Figure 6-8: Block Diagram of vision system

Face detection is performed using OpenCV-derived code [OpenCV], which is based on a
cascade of classifiers method.

2D objectors:

The three streams are then fed to 2D region-permanence / evidence accumulation mod-
ules, which are termed "objectors". These report regions in their output only if the in-
coming regions have accumulated enough evidence for existence through their persis-
tence across frames, and also assigns unique IDs for regions reported across frames, by
performing a matching between regions in two consecutive frames (i.e. answering the
question: Does this particular region of the current frame correspond to any previously
observed regions? If yes, it will continue having their ID, if not, it will be assigned a new
unused ID).5

Stereobjecters:

Finally, the output streams of the objectors are passed to the "stereobjecters". These
modules perform matching of regions across cameras (not across frames as was the case
in the 2D objectrs). They also calculate the robot-head-relative 3D depth of the region
seen, and in the case of the stereobjecter for hand regions the approximate fingertip
location of the hand region is also calculated6.

5For more information, look at [Roy et al.2004].
6More details can be found in [Cheng2006].
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6.4.2 Visor

This module receives visual evidence from the 2D objecters / stereobjecters, and also
receives the current GSM state. On the basis of the visual evidence it proposes object
creations, deletions, or updates in the GSM, or hand / face updates. Various versions of
the visor exist, depending on which information is used. Originally, when the vision sys-
tem was mono (and not stereo), two simplifying assumptions were used for positioning:

a) Each object is in contact with the table, unless it is within the gripper (mouth of
robot).

b) Each face is positioned on a cylinder that has its perimeter along the edges of the
robot’s circular table.

These assumptions (constraints) enabled 3D positioning given mono information.
In the current system, only assumption b) is used, hand positioning uses full stereo in-
formation, and whether a) or stereo information will be used for objects is selectable.
Internally, various algorithms occupy the visor’s code. For example, a matching process
matches visual evidence with GSM objects and proposed deletions, updates, creations
(described in 5.2.2). Also, object unprojection/projection is performed using geometri-
cal libraries etc.

3D voxelized shape models through multiple views

In the first stages of the development of Ripley, the visually-sensed objects on the table
of Ripley were assumed to be spherical, and the shapes of the ripley and human body
parts are apriori given. However, some demonstrations of representing richer shapes
through multiple views have already been implemented by the author and demostrated
on Ripley. First, as commented upon in section 6.3, the SI MPLE_OB JEC T type has
been augmented with the following experimental property:7

P6 - 3D voxelised occupancy grid: for 3D model acquisition
The stochastic layer of this property corresponds to a 3D occupancy grid, with each

voxel of the grid corresponding to a bin in the 3D histogram. The object is initially
thought of as occupying uniformly the whole limits of the histogram, and then, each
subsequent view of the object from a different angle, effectively "cuts out" voxels. This
is done in the following way: for each view, the object segmenter regions (and not blobs)
output is utilized8. These regions consist of a set of pixels, which are belonging to the ob-
ject under examination. Due to projective geometry, each of these pixels can be thought
of as belonging to a ray starting at the robot’s camera and extending infinitely. All vox-
els of the occupancy grid that fall within one of the rays are kept, and others discarded.
Thus, the first view will carve out a "modulated cone" from the originally fully occupied
rectangular occupancy grid. The next view will provide a second "modulated cone",
starting from a different viewpoint; this will effectively be intersected with the previ-
ous cone on the occupancy grid, and so on. In this way, the final occupancy grid for
the object (its voxelized shape representation) will consist of whatever remains from the

7Thus, for every object, there exist two parallel models: both a spherical blob model and a voxelized
occupancy grid.

8In these experiments, only one vision channel was used, thus we have one regionmap per view.
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(a) (b)

Figure 6-9: Shape reconstruction from multiple views leading to a voxelized shape model

consecutive intersections of the cones in the occupancy grid after multiple viewpoints
are taken. See figures 6-9(a) and 6-9(b) for an example of the real-world performance
of the implemented system, taken from the video [Mavridis2006b]. More details can be
found in [Mavridis2004b].

Although the system is operational, and 3D voxelized shape models can be acquired
and placed in the GSM as seen in figures 6-9(a) and 6-9(b) and the video cited above,
these shape models have not been tied to linguistic descriptions through appropriate
categorical classifiers yet; also there are many other possibilities for enhancement and
extension, which are discussed in section 9.1.1.

6.4.3 Proprioceptor

The proprioceptor updates the robot model within the GSM on the basis of angle en-
coder information, coming from the robot. A forward-kinematics model is used for that
purpose.

6.4.4 Speech Recognizer

We use the Sphinx 4 continuous speech recognizer [Lamere et al.2003] to convert in-
coming speech into text transcripts. A trigram-based language model is used, which
effectively enforces some local syntactic requirements in the following way: In the mod-
ules where the utterances are serviced (imaginer, inquirer, rememberer), keyword-based
semantic frames are used to parse speech transcripts. These have no syntactic require-
ments - strings are treated as simple bags of words, and word order is not taken into
account at that stage9. Because of the simplicity of the serviced language (look at ap-
pendix A), this is a viable solution. But then, how is locally correct syntax enforced,
even if almost no syntactic information is taken into account? The syntax is actually
enforced through the specially-trained trigrams at the front-end of the speech pipeline
(the speech recognizer). I.e. "give me the red ball" passes through the speech recognizer,
but "me ball red the give" does not, as "me ball red" has zero probability in the language
model, while "give me the" has non-zero probability.

9With the exception of the extraction of temporal referents, where the utterance is broken in two parts).
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6.4.5 Utterance router

After passing through the recognizer, utterances are then classified in terms of their
speech act type: REQUEST speech acts such as questions ("Where is . . . ", "What color
is . . . ", etc.) or action requests ("Touch . . . ", "Look at . . . ", etc.), INFORM speech acts
providing information about the situation ("There is . . . ") etc. Tense information is also
extracted10. REQUEST speech acts in the present are routed to the Inquirer module, RE-
QUEST speech acts in the past are routed to the Rememberer, and INFORM speech acts
are routed to the Imaginer. For multilingual support, a simple majority-of-words based
language classifier is used, that switches between vocabularies. The same language clas-
sifier is used at the text front-end of Imaginer, Inquirer and Rememberer.

6.4.6 Imaginer

The imaginer has two functions:
a) Create/update objects on the basis of linguistic information, i.e. service state-

ments of the form: "there is a small green object at the left" with the creation/update of
objects within the GSM.

b) Ex-nihilo create the pre-existing objects that exist at the "beginning of time" for
the robot: i.e. create the robot’s model (which will be updated later when sensory in-
formation arrives through proprioceptor etc., create the human model (again to be up-
dated later), as well as the table model.11.

For the purpose of a), the basic GSM processes of subcycle 1.3 described in section
5.2.1 are used. There are two points to notice here: the first has to do with what we
mean by "imagination" when it comes to the current implementation of the Imaginer
module12, and the second has to do with our choice of including ex-nihilo creation of
objects as part of the Imaginer module. Both of these points are discussed in further
detail in section 8.2.4

Data fusion and sensory confidences

At this stage, having introduced three possible sources of object information (vision,
touch, language), one must deal with the following question (mentioned before in sec-
tion 5.3): What happens if the information coming from different sources is conflicting?
The approach taken here is simple, and is adequate due to the simplicity of the overall
system and tasks. If one hears about an object ("there is a small red one on the left"), and
later his sensory expectation does not verify what was heard (looks at the left and sees
a blue one or does not see anything), then the eyes have precedence over the ears; and
furthermore, if the seen object differs significantly (matching metric) from the expected
(i.e. a large blue one seen but a small red one expected) then the "imagined" objected

10Indirectly, through the existence of temporal referents such as (". . . when your head started . . . ").
11All of these ex-nihilo created models are not created on the basis of linguistic input in the current

implementation - see discussion in section 8.2.4.
12In the current implementation of Ripley, "imagine . . . " has the same semantics as "there is . . . ", but

extension is straightforward - see section 8.2.4 and 9.1.4.
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is deleted, and a new object (with different uniquely identifying ID) is created. Other,
more complicated solutions are possible as future extensions.13

6.4.7 Inquirer

This is the module servicing questions in the present ("where is the red one?") or mo-
tor action requests in the present ("hand me the small blue object"). Here, the main
processes taking place are request type classification (on the basis of wh-words / action
verbs), object referent resolution, (i.e. going from "the small red one" to the ID of an ob-
ject populating the GSM") and request servicing. The other type of referent resolution,
namely temporal referent resolution (i.e. going from "when your head started moving"
to a time index in the history), is not needed here and takes place in the Rememberer.

Object reference resolution:

Reference to an object can be resolved to any part of the three main agents of the situa-
tion model: me (robot), you (human partner) and others (objects on the table). It might
be resolved to one, many, or no such parts. It might be referred to either through "part
names" (my head, your arm) or through "definite descriptions" (the small red one, the
large ones at the top), or through hand pointing (this one). The simple objects (body
parts) of the robot and the user are usually referred to by part names, while the objects
on the table (others), are referred through attributive descriptions. Consider the ques-
tion "Where was the blue object when your head started moving?". In this case, both part
names ("your head") as well as attributive descriptions ("blue object") are used, one for
each object referent. The robot might either ask a disambiguating question (supple-
mented with deictic pointing by the robot) until it narrows down to a single referent, or
it might carry out the requested action in succession on all the referents fitting the de-
scription. The course of action taken depends on the action requested, on whether it
can accept groups of objects as arguments, and also on whether plural or singular was
used.

For example, assume that three objects are on the table - a small red sphere, a large
red sphere, and a blue sphere. If the human requests "Touch the red one!", the robot will
answer "do you mean this one or that one?" while pointing to the two red spheres in suc-
cession. Then, the human can narrow down by saying "Touch the small red one". Else,
if the human had requested "Touch the red ones!" then the robot would touch both red
spheres in succession. These behaviors are selected via a decision tree which is driven
by the number of matching referents, the plural or singular number, and the possibility
or not of carrying out the specified action with multiple referents. For more details, look
at figure 6-1014:

13For example, assigning different continuously updated confidences to different sources - some hu-
mans are not so reliable in their verbal reports, whenever I hear something from them my vision does not
verify it etc.

14A slight exception exists for the case of more than one referents for a "pickup" command, in which the
robot says: "cannot do that", as it can only pickup one object at a time (only one object fits in the gripper,
and without putting it down first no new objects can be picked up).
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Figure 6-10: Command execution flowchart: Nmatch = number of object referents matching
description, Number = grammatical number (singular / plural)
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Figure 6-11: Decision tree for verbalisation of gradations of certainty

Verbalisation of gradations of certainty:

A decision tree, which accepts the categorical layer as input (i.e. the probability distri-
bution on the verbal categories), produces the appropriate verbalisation. This decision
tree can be seen in figure 6-11. In the case of a clear winning category, the verbalized
output is just the category label, for example: "red". In the case of limited but existing
uncertainty, the output becomes: "most probably red". In the case of two almost equally
probably categories, an either/or verbalisation is used: "either red or green". Finally, in
the case of highly spread out probabilities (evaluated through an entropy criterion), the
verbalisation becomes: "I have no idea".15

6.4.8 Rememberer

Here, request type classification, event classification, object and temporal referent reso-
lution, as well as request servicing takes place.

15Notice that the thresholds used in the decision tree could be in principle empirically tunable, through
the observation of human verbalisations. Regarding other alternative verbalisations of gradations of cer-
tainty, also look at the comments in section 8.5.9.
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Temporal reference resolution:

In the case of questions or actions involving the past, temporal references must also be
resolved. Their existence is detected through the keyword "when". After "when", an
event description involving object referents should follow. Consider the meaning of the
phrase "when your head started moving". This amounts to going back in time until a
matching event is found, and resolving to the time of this event. The verbalisations of
the referable event classes can be found in the appendix A. The participants are either
the objects, the user, or the robot itself. In the case multiple candidate events are found,
only the most recent is reported. If the requested action is not a question, then one
further condition should hold: the referred object should still exist, so that it can be
acted upon.

6.4.9 Action Router

Speech action requests are routed to the Speech Synth module, Motor Action requests
to the Motor Control module.16

6.4.10 Speech Synthesizer

The AT&T truespeech synthesizer is used, wrapped around a PVM-based custom inter-
face. For details on PVM, look at [PVM].

6.4.11 Motor Control

The lowest-level software runs on the robot’s embedded PC, and communicates with
a dedicated IP link to higher-level17. The higher-level code, running on another PC,
provides the action primitives listed in figure 6-12.

As no generic GoTo(position, pose) command was available, an inverse kinematics
system was created, based on table-look up and optimization for solution refinement,
documented in ??. As commented upon before (in section 6.1) and as can be seen in the
cited document, unfortunately the reachability of the robot in terms of (position, pose)
pairs is severely limited.

6.5 Comparison to other existing conversational robots

Below, a short review of existing robots with conversational abilities is given. The ap-
proaches taken towards connecting language with perception and action will be briefly
examined, as well as their behavioral repertoires. Directly afterwards, in the following

16Only when abstract action requests become used will this module become really important. Then, an
abstract "refer to object" action, might either resolve to pointing or to speaking, through this module. See
for example [Appelt1985].

17It was found that delays and instabilities of PVM deemed it unsuitable for such highly time-critical
motor loops, and so low-level IP was used instead.
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Figure 6-12: Supported Motor Action Primitives

subsection, the novel capabilities of Ripley as compared to the examined systems will
be explicated.

In [Crangle and Suppes1994], the authors propose a natural-model semantics which
they apply to the interpretation of robot commands, in two robotic aids for the dis-
abled. As the above robots are not equipped with perceptual systems, a model of the
environment consisting of 3D object positions and properties is entered manually into
a knowledge base. Total confidence and complete knowledge is assumed. In [McGuire
et al.2002], a Bayesian network interconnects visual to verbal information about objects.
The system can interpret gestures, and includes visual attention mechanisms, but can
only handle action requests. In [Sofge et al.2003], an occupancy map built by range sen-
sor data plays part of the role of a GSM. Objects are individuated, and spatial relations
are exploited in answering questions and interpreting action requests.

Cynthia Breazeal’s Leonardo robot [Breazeal et al.2004], is her central experimental
vehicle towards building humanoids that can act as cooperative partners for humans.
Leonardo currently uses a cognitive architecture built on top of the c5 codebase, an ex-
tension of c4 [Burke et al.2001]. A centrally located "Belief system" module intercon-
nects speech, vision and action. Hierarchical structures called "percept trees" classify
sensory inputs to "snapshots" which are fed to the belief system, which decides whether
to create or update beliefs about objects and their properties. Also, the system models
human beliefs with representations having the same structure, in a similar way that we
do using embedded GSMs. Furthermore, the system models attentional focus, which
our system currently does not. However, our existing implementation on Ripley has
three novel abilities compared to all of the above mentioned systems, as we will now
see.
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6.5.1 Novel capabilities of Ripley

Ripley has at least three types of novel capabilities as compared to the other conversa-
tional robots:

A) Imagining situations described through language:
The robot can understand commands such as "Imagine an object at the left", or de-

scriptions such as "There is a small object at the right". Such speech acts are translated
into representations that may later be related to sensory input.

B) Remembering and resolving temporal referents:
The robot can keep track of salient past events and talk about them. This enables the

robot to answer questions such as "What color was the object that was at the center of
the table when the red one appeared?" or respond to commands such as "Pick up the
object that was at your left when your head started moving".

C) Quantifying and expressing confidence in beliefs:
When asked about the location of an object that the robot hasn’t seen for a while, it

might answer, "Probably at the left, but maybe not", expressing uncertainty since the
object might have been moved while the robot was not looking. Similarily, when its
verbal information does not enable specific categorical knowledge, it might respond to:
"what color is the object on your left?" with "I have no idea".

The GSM-based design has been instrumental in attaining these abilities, and as will
be discussed later (chapter 9), we think will also prove instrumental towards many exten-
sions and provide significant leverage for such extensions on the way to truly cooperative
Situated Conversational Assistants.

Furthermore, notice that all of the examined systems are far from being able to ex-
hibit the behavioral repertoire required for passing a human psychological test such as
the "Token Test", which is test situated language abilities and is normally administered
to three year old children (to be introduced in the next chapter in section 1.1.1). In con-
trast, the GSM proposal can cope with the requirements of this test. First, the language
comprehension abilities of the currently implemented system (Ripley the Robot), are
comparable to those implied by the Token Test, and in some directions also surpass
those abilities (as will be discussed in chapter 7). Furthermore, a theoretical GSM-based
design that can pass all of the Token Test has been developed18.

6.6 Recap

In this chapter, we described the operational implementation of the GSM proposal, em-
bodied in the Robot Ripley. We started (in section 6.1) by describing the embodiment
and hardware of Ripley, then moved on in 6.2 to the behavioral specification on the ba-
sis of which its GSM was designed. In 6.3 we saw the customized representations that
were coded for Ripley, as well as the processes and modular implementation architec-
ture in 6.4. These representations, processes as well as the architecture were based on
the specifics of the GSM proposal that were described in chapter 5, and were customized

18Which remains to be implemented - see future extensions section 9.1.8, on the basis of the design
method of appendix D.
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in order to meet the behavioral spec. Finally, in 6.5 we discussed how the implemented
system compares with other existing conversational robots, and in 6.5.1 we pointed out
three novel achievements of Ripley as compared to all of the other systems. In the next
chapter, we will discuss the topic of the evaluation of SCAs, and also see under what
conditions psychological tests for humans might serve a useful purpose in that respect.
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Chapter 7

Evaluating SCAs

In this chapter, we will consider the subject of the evaluation of SCAs in general and our
implemented system (Ripley the Robot) in particular. Apart from general issues and pro-
posals regarding the evaluation of such systems, this chapter contains both a qualitative
/ descriptive evaluation as well as a quantitative evaluation of the implemented system
on Ripley the Robot, and also a direct comparison of Ripley’s current abilities to those
implied by the Token Test, a psychological test administered to human children. The de-
scriptive evaluation is closely tied to the example operation videos of that system that
have been published and are also cited here. The quantitative evaluation contains an
error-analysis of real-world operation, performed at both the task- and module- levels.

We will first present a detailed example of the operation of the implemented system
on Ripley the Robot in section 7.1. The video that corresponds to this example, as well
as many other videos of Ripley, can be found at [Mavridis and Hsiao]. Then, in 7.2, we
will discuss various different methods for evaluating SCA’s in general. Later, in 7.3, we
will present the quantitative evaluation that addresses both the task- and module-levels
of evaluation. In 7.4, we will introduce the "Token Test" for children, a psychological test
administered to children, and discuss its relation to our implemented system on Ripley.
Later, in section 7.5, we will discuss the use of such tests for evaluation of SCA’s as well as
for acting as design specifications for SCA’s. Most importantly, we will propose specific
prerequisites (the three "commandments") for the meaningful use of such tests both for
design and evaluation without "cheating".

7.1 A detailed example of operation of the implemented
system

For the extent of the behavioral repertoire of the current system, the reader should con-
sult appendix A. Here, we will illustrate aspects of the abilities of the system, through
an example of operation, which is part of an accompanying video, as mentioned above.
The accompanying video can be found at [Mavridis and Roy2006b]. The full text of this
video can be found in section 1.1.3 of this thesis. Here, we will describe in detail part II
of the text contained in that section, thus centering on the "inform" statement, and on
how verbal information can produce sensory expectations within the GSM, which are
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Figure 7-1: Ripley the Robot operation example, part A: GSM contents after the robot is told that,
"There is a blue object at the left"

later matched and possibly updated with sensory information.
In our example, initially the state of the situation is as follows: the robot is looking

down towards the center of the table, has previously seen a red ball at the top of the table,
and now a green ball is directly in its view. Then, a user informs the robot that "there is
a blue object at the left" (which is fed to the imaginer). This is the moment depicted on
the left in figure 7-1. In more detail:

On the upper left window, one can see a visualization of the robot’s estimate of the
most likely state of the situation - this visualization is fed through the categorical (single-
valued) layer of the robot’s GSM.

On the upper right window, one can see what the robot’s camera output at the mo-
ment is: the robot can only see the green ball - neither the red ball that it saw a while ago
nor the blue ball that it was told about is within the field of view yet.

On the lower left window, one can see the contents of the stochastic layer of the "po-
sition" property of the balls. Look at the position distribution for the red object (red
circularly symmetric cloud at the top), and compare with the position distribution for
the green object (a single crossmark at the center): the spread of the red object’s distri-
bution of possible positions is much larger than that of the green objects’s - which ef-
fectively has a zero-variance "delta" spike as its distribution. Thus, the robot entertains
much more certainty about the position of the green ball (which is directly in view at the
moment) than about the red one (which was seen a while ago and might have moved in
the mean time). Now compare the position distribution of the blue object (blue rectan-
gle at the left) with that of the red (red spherical cloud at the top). The uncertainty about
the red object’s position arose due to the sensory detachment of it - it has not been visi-
ble for a while. Thus, the diffusion process took over (section 5.2.2), and slowly diffused
the distribution (progressively enlarging the cloud), which distribution originally was a
"delta" while the red one was still in view. The uncertainty about the blue object’s posi-
tion arose due to a different reason - the underspecification of the linguistic statement
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"there is a blue object on the left". We know it is on the left, but where exactly? We have
to spread our bets according to a prior - here, instead of an empirically acquired prior
about "left", we spread our bets homogeneously on the region that our "left" classifier
would classify as left (see section 5.2.2). Again, this region will progressively grow due to
diffusion, until we actually see the blue ball that we have heard about.

On the lower right window, one can see the contents of the stochastic layer of the
"radius" property for the three balls. The three concentric circles drawn for each object
correspond to the radii (µ−σ, µ, µ+σ). First, notice that we entertain a lot of certainty
about the radius of the green object. This is to be expected, as we have accumulated a
lot of recent sensory information about it - the green object is and has been visible for
a while. Then, notice that we also entertain quite a lot of certainty about the radius of
the red object, although it is not visible anymore, and its distribution is under the influ-
ence of a diffusion process. Notice that its position distribution has diffused quite a lot
(red cloud on the lower left window). Why is this not the case for the radius distribu-
tion of the red ball as well? The answer is that the diffusion process for the "position"
property has a different time constant than the process for the "size" property. This is
so, because through empirical observation we tune the constants in order to correspond
to how much we expect each property to change, based on the previous experiences on
the tabletop. And indeed, positions of objects change quite frequently; but for the case
of Ripley’s plastic balls, their radii do not change (and in general, sizes change much
less frequently than positions). Thus, as we have commented upon in (section 5.2.2),
different properties get different diffusion time constants on the basis of their expected
growth of variance with time. Now, having noticed the radius distributions of the green
and red balls, both of which demonstrate certainty, notice the radius distribution for the
blue ball: here, the three concentric circles do not overlap, and clearly there is consid-
erable distance between (µ−σ, µ, µ+σ), i.e. the variance (sigma) is large. Why is this
the case? Remember, that we have been informed about the existence of the blue object
not through vision, but through speech: we have heard that "there is a blue object on
the left". But this statement did not include any information about the size of the blue
object; thus, the blue object’s radius distribution is again filled in with a prior.

Now, having talked about the stochastic layers of the position and radius proper-
ties, let us move on to the categorical layer. First, the green object: we expect "green",
"at the center", and "small" to have dominant probabilities. Thus, if somebody asked:
"what color is the object that is at the center?" he would get the answer "green", and if he
asked "where is the green object", he would get "at the center". Now compare with the
red object’s categorical layer - this will contain "red" and "small" with dominant proba-
bilities, but when it comes to position, although "top" will have the highest probability,
there will be some spillover to other position categories, such as "center" - notice that
the red cloud at the stochastic layer (lower left window) is pretty diffused, and also spills
over into regions that are under the domination of the "center" classifier. Thus, when
the stochastic layer is fed to the categorical (see L1-to-L3 in section 5.2.2), although the
category "top" will have the highest probability, other categories will contain some too.
Thus, if we ask "where is the red one", the answer will be "most probably at the top" and
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Figure 7-2: Ripley the Robot operation example, part B: GSM contents after the robot moves its
head and sees the blue obj.

not "at the top"1. Now, let’s move over to the blue object, that we’ve heard about but not
seen. At this moment, the categorical layers of the blue object are filled with the values
corresponding to the verbal categories given, i.e. "left" for position, "blue" for color, and
all categories equiprobable for size. Thus, if the robot is asked "What color is the one at
the left?" it will answer "blue", even though it has never seen the object yet, and doesn’t
know exactly what shade of blue it is. However, when the robot is asked "How big is the
one at the left?" it promptly responds "I have no idea" given that this information was
not linguistically transmitted and that all size categories are a priori equally likely for
blue objects at the left. Later, as we shall see, when it will see the object, it would answer
"It is small", as it has captured adequate sensory information.

Now, let’s move on to figure 7-2, which follows temporally after figure 7-1. In the right
hand side picture of figure 7-2, we have commanded the robot to "look at the left", and
the robot has now moved its head, and the blue object that it had previously imagined
(after "there is a blue object at the left"), now came into the field of view, and it has
now been seen. Compare this to the previous figure (7-1): At the "stochastic position"
window (lower left) the blue rectangular area in figure 7-1 has shrunk to a single point
(the point under the leftmost cross in figure 7-2). Thus, the robot doesn’t only know that
the blue object is somewhere at the left, but is much more certain about exactly where
it is. At the "stochastic radius" window (lower right), the outer and inner blue circles
that existed in Figure 7-1 have now shrunk and expanded in order to coincide with each
other, and their current radius happens to be within the "small" category. Thus, when
the robot is now asked "what size is the blue one?" it will respond with "small" (and
not "I have no idea" as it would before seeing the blue object and after hearing "there
is a blue object at the left"). Thus, the robot has effectively updated the information
about the blue object that had originally come through a linguistic description ("there

1For more details, see the description of the "inquirer" in section 6.4.
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is a blue object at the left"), with relevant sensory-derived information. Notice that the
blue object continues to have the same unique identifier as it had before, while if the
sensory information did not match the language-derived expectation, this would not
have been the case. I.e. if the robot moved its head to the left and the object that was
seen was significantly different than the expected (i.e. for example red and not blue
as expected), then a new SI MPLE_OB JEC T would have been instantiated within the
GSM, after the destruction of the old SI MPLE_OB JEC T .

This example should have illustrated the following points:

• The contents of the three layers of the GSM. Some relevant sections: 4.2.2, 6.3

• The two "species" of uncertainty: uncertainty due to linguistic underspecification
(when we hear "there is a blue object at the left" we do not know exactly where at
the left it is, what shade of blue it is, and how big it is), and uncertainty due to lack
of recent information (if we haven’t seen or heard about an object’s position for a
while, it might have moved). Some relevant sections: 1.4, 5.2

• The way that sensory expectation arising from a linguistic description can be veri-
fied and further updated given sensory information (i.e. how we went from "there
is a blue object at the left" to updated, more precise information when the robot
actually saw it; i.e. how we matched expectation with incoming sensory informa-
tion, and updated the instantiated object on the basis of the incoming sensory
information - by getting more precise information about its current position, size,
and color). Relevant section: 5.2

• The way that multiple gradations of certainty are verbalized, such as: "I have no
idea" . . . "Most probably at the left" . . . "At the left". Relevant section: "inquirer"
description in 6.4

Furthermore, notice that in the video containing the example [Mavridis and Roy2006b],
a session of questions about the past follows - in which the robot resolves temporal ref-
erent, remembers, and answers questions about the past, such as:2

Q: "How big was the blue one when your head started moving? (i.e. shortly after
"Look at the left" was heard, and before the blue object became visible)

A: "I had no idea"
This part of the video illustrates a use of the moments and events representations

included in the GSM. Some relevant sections: 4.2.1, 5.1.4, 6.3.

7.2 Levels of Evaluation of SCAs

Having talked in the previous chapters about SCA’s and the GSM proposal, and hav-
ing also described a real-world implementation on the robot Ripley, and presented a
detailed example of its operation, the question now follows: In general, how does one
evaluate a system as complex as an SCA?3

2Full text of the dialogue can be found at the section 1.1.3 of this thesis.
3Notice that, for the case of conversational robots, almost none of the papers cited in this thesis contain

any quantitative evaluations - so the levels mentioned below are not so much a description of what exists,
as they are a proposal of what could exist.
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We propose that an SCA may be evaluated at various levels:
E1) Module-level: One could attempt quantifying the performance of each of the sys-

tem’s components (speech recognition, vision etc.). However, this would not be highly
informative about the effectiveness of the system as a whole.

E2) System-level: One could evaluate through measurables that involve more than
one component. For example, for the composite VisionSystem-Visor-SituationModel
chain4, how much statistical error or delay exists between the "outside world" (external
reality) and the "inside world" (situation model)?5 What is the transfer function between
the two?

E3) Task-level: For a repertoire of specific tasks, and some criteria of success, how
often is the robot successful in carrying out these tasks? For example, in responding to a
human saying: "hand me the red one" by indeed handing him the red one?6

E4) User satisfaction: One could measure human satisfaction while interacting with
the system through questionnaires or otherwise.

E5) Human replacement test: How close to a human are the SCA’s responses, given
same situations and utterances heard?7

Let’s now have a closer look. In the above levels, we started by focusing on the system
and its subsystems, and proposed an engineering-style subsystems / chains of subsys-
tems evaluation - silently assuming that a good SCA is one whose parts perform well
(the equivalent statement for humans would be: a good human assistant is one who has
good eyesight, good dextrous skills etc.). Then we focused not on the system, but on the
task: how often is the required task carried out correctly? This time, we silently assumed
that a good SCA is an SCA that carries out tasks successfully (a good human assistant is
one that can make coffee, prepare salad, describe an experience etc.) Then, we moved
on from task to user: we tried to see how satisfied the human users were - a good SCA
is one which keeps me happy (equivalently, a good human assistant is one which keeps
me happy). Finally, we moved from user to closeness to human behavior - a good SCA is
one that does what a human would do (a good human assistant is one that does what
we would expect other human assistants to do).

7.2.1 How to choose among the levels

Which of all the above levels is more suitable / informative for the evaluation of an SCA?
The answer is, that it generally depends - in our view, either user satisfaction or human
replacement are most important. In case the purpose of the system is to be commer-
cialized, we would expect user satisfaction (E4) to be closest to a sales predictor. In case
it is claimed that the system is able to do what humans can in some way (more of a cog-
nitive science than an AI goal) - than human replacement (E5) seems more relevant. An
example of such a claim would be the following:

4See figure 5-16in section 5.3.
5Some attempts towards that direction are described in [Oney2004].
6Many modes of failure to do so exist: speech recognition errors, vision errors, grasping errors etc.
7In an extended form, this is almost an embodied version of the "turing test" [Turing1950] for a pre-

specified set of situations. The original test prescribes communication with the human/machine through
a teletype: here, we can see the machine’s/human’s body and its actions, hear its voice and so on.

158



"The SCA attaches the same meaning as humans do to the words it hears and utters"
This is quite an interesting claim, which is also of particular relevance to our ex-

tended discussion on semantics that will take place in chapter 8. The sections most
relevant to this claim are 8.3.1, 8.3.2, 8.3.3, and even more so 8.5.4 and 8.5.5. The inter-
ested reader should refer to these sections in order to examine their consequences to
the above claim.

7.2.2 The "human replacement" evaluation

Now, let’s examine the human replacement evaluation in a little more depth. An obvious
question arises: when performing a human replacement evaluation, how do we select
the tasks/situations that the robot will be exposed to? Also, how do we judge whether its
responses were adequately near to a human response?

Using psychological/behavioral tests for evaluation

For the above questions, one way to try to decrease the arbitrariness of the possible an-
swers, is the following: let us try to use psychological / behavioral or other competence
tests for humans, and use suitably qualified professionals for judging humans as judges
for the SCA’s. For example, one can use standard situated language comprehension tests
that are administered to children. In the next section we will focus on such a test and
examine how it relates to our implemented system.

Using psychological/behavioral tests as design specifications for SCAs

Another potential use of such tests is in order to provide a sequence of landmarks of
behavioral abilities to be reached by SCA’s as they grow in maturity - effectively answer-
ing the question: what additional abilities for an SCA should we pursue next? I.e. we
can use a test administered to a 3-year old as a first design specification as well as land-
mark/goal. Then, we can extend to a test for older kids etc.

When are we not "cheating" in the test?

However, when one uses such a test both for specifying the required abilities of a system
while designing it as well as for evaluating a system, there is an obvious question that
arises: aren’t we cheating by knowing what the SCA will be tested upon while design-
ing it? If somebody knows the questions of the test before the test is administered, and
is also given the answers, how could we possibly believe that his passing the test car-
ries any significance? This question will be dealt with in more depth in section 7.5, and
explicit guidelines will be given for the meaningful administration of such test to robots.

We will examine in more detail a specific psychological test whose contents are highly
relevant to our currently implemented system on Ripley the Robot, namely the Token
Test, right after presenting the quantitative evaluation of Ripley in the section that fol-
lows.
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7.3 A quantitative evaluation

Two types of quantitative evaluation were performed. The first, was positioned at the
Task-level, and the second targeted the Module-level, according to the levels introduced
in section 7.2. I will proceed by introducing four qualitatively different species of pos-
sible errors, suggesting specific remedies for further performance improvement, then
presenting the tasks and the results of the Task-level and Module-level quantitative eval-
uations, and closing with a discussion.

7.3.1 Species of errors

A main focus of both evaluations was error analysis; and the following four qualitatively
different species of errors dominate in the operation of the current implemented system
(arranged roughly in order of frequency):

E1) Speech recognition errors: The said utterance is not recognized correctly by the
speech recognizer, and the produced output is different than the said utterance.
Notice that this is not necessarily always a catastrophic error when it comes to
correct task completion (although quite often it is); for example, if the said utter-
ance is "what color is the small object?" and it is recognized as "what color is the
object?" while there is only a single small red object occupying the GSM, then the
effect of the command would still be correct: the robot would still answer: "red".

E2) Mechanical manipulation errors: The execution of a motor command (such as
"pick up", "touch") fails, due to motor control inaccuracies or gripper slippage.
The most frequent type of these errors is gripper slippage, which might only occur
during "pick up" or "hand me" commands.

E3) Categorical misclassification errors: A property of an object (color, size, etc.) is mis-
classified: for example, a green object is classified as being "green", "most prob-
ably green", "either blue or green" etc. The cause of this error is most usually the
variability of the apparent property: for example, lighting conditions can affect the
apparent color of an object significantly, for the case of Ripley, the most frequent
error of this species occurs with blue-ish green objects, which are sometimes clas-
sified as "most probably green", "either blue or green", or even "blue".

E4) Vision system errors: The vision system output differs from the contents of the ap-
parent view, and thus consequently the GSM contents differ from external reality.
The most frequent type of this error occurs when an object disappears from the
segmenter output for a number of frames, which most often occurs either when
an object is at the edge of the field of view, or when it is very near another object,
in which case both might appear a single region at the segmenter output.

Suggested remedies for further performance enhancement

Some possible cures for the four species of errors introduced above are the following:
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E1) Speech recognition errors: Retraining / adjustment of the speech recognition pa-
rameters, speaker-specific training / adaptation, noise cancelation through sound
source separation or otherwise, using the situational / task context for disam-
biguation

E2) Mechanical manipulation errors: Better precision of the motor control system, au-
tocalibration, intelligent adaptive gripping.

E3) Categorical misclassification errors: Better training set for the categorical classi-
fiers, lighting conditions compensation through the apparent color of a fixed ob-
ject (tablecloth for example) or otherwise, generic property drift compensation
through similar techniques, real-time negotiation / adjustment of categorical bound-
aries through human feedback.

E4) Vision system errors: Better tuning of the segmenter / alternative segmentation
techniques, more intelligent methods for evidence accumulation for creation /
deletion of objects.

7.3.2 Task-level evaluation

A typical task was designed (task T1), containing a range of different types of utterances
(Questions, Motor Commands, Inform speech acts), and exposing all of the three main
novelties of Ripley as compared to other state of the art conversational robots (Han-
dling informs and imagining, remembering and resolving temporal referents, uncer-
tainty handling / verbalization) (see section 6.5.1)

The task that was used was the following (human actions and expected robot actions
listed):

H1: [The human sits by the table facing the robot and slightly to the left. He places a
green spherical object of small size (O1) roughly at the center of the table.] "Look at the
table!"

R1: [Robot moves, looking down towards the center of the table] "OK!"
H2: "Where is the object?"
R2: "At the center"
H3: "How big is the object?"
R3: "Small"
H4: "Touch the green one!"
R4: [Robot moves, touches the green object, and returns to original position] "OK!"
H5: "Imagine a red object at the left!"
R5: [Robot instantiates imaginary object within the GSM with red color (unknown

shade), position at the left (unknown exact position), and unknown exact size] "OK!"
H6: "How big is the red one?"
R6: "I have no idea"
H7: "Look at the red object!"
R7: [The robot moves towards the left and looks down. The seen object is matched

with the sensory expectations arising from the previously imagined object, and then the
object’s properties are updated on the basis of what is seen] "OK!"
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H8: "How big is the red one?"
R8: "Small"
H9: "How big was the red one when your head started moving?"
R9: [The robot resolves the temporal referent, and remembers] "I had no idea"
H10: Where are the objects?
R10: "One is at the center, and the other is at the left"

Notice that in the above task, the only acceptable behavior from the robot is not only
the behavior prescribed by R1-R10. There are also other acceptable alternatives for R2,
R8 and R10. For example: for the case of R2, if there has been a small time interval
between R1 and H2, then sufficient evidence about the object position has not been
accumulated: thus, "most probably at the center" is the right answer, and not "at the
center". Similarly for R8 ("most probably small") and R10. These alternative acceptable
answers, are counted as correct in the results that follow.

Task-level evaluation: Results

The above task was executed 11 times by an untrained human operator (other than the
author) in the thirties, who was unfamiliar with the project and a native speaker of En-
glish. When the expected outcome of a command did not occur, the speaker repeated
the command. Errors can be classified into three types in terms of severity: catastrophic
(task cannot continue), repairable by repetition (task can continue by repetition of the
command) and non-interruptive (a slight deviation from the expected result occurs,
which however does not prohibit the normal continuation and successful completion
of the task).

The shorthand notation that is used in the error analysis that follows in figure 7-3 is:
SRE (for Speech Recognition Error), and CME (for Categorical Missclassification Error)

Figure 7-3: Task-level evaluation results (Task T1)

An examination of figure 7-3, reveals that all trials resulted in successful task comple-
tion (i.e. no catastrophic errors occurred), however due to the need for repeated human
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utterances because of repairable by repetition speech recognition errors, the trials were
prolonged by 1 extra utterance median (11 percent average length increase).

The main species of errors were due to speech recognition (SMEs), which arose in
roughly 8 percent of the utterances heard, followed by CMEs, which occurred during the
servicing of 4.8 percent of the heard utterances. It is worth noting that the two other less
frequent species of errors did not occur in these trials - all the "touch" commands were
successful (no mechanical manipulation errors), and no destructive object disappear-
ances occurred during this trial.

7.3.3 Module-level evaluation

Due to the sufficient coverage of speech recognition errors by the task-level evaluation,
at the module-level evaluation two of the remaining three species of errors were tar-
geted: mechanical manipulation errors (gripper errors in particular) and property mis-
classification errors (color misclassification in particular). The speech recognition sys-
tem was bypassed by typing commands directly through a keyboard, and thus speech
recognition errors were effectively isolated, enabling the precise alignment of the two
above tested types of errors with their relevant modules: the motor control subsystem,
and the categorical classifiers accessed from the visor.

The following two tasks (T2 and T3) were used:

T2) Mechanical manipulation error assessment: 11 "touch the object" commands and
11 "hand me the object" commands were issued for each of two different ob-
jects: object O1 (green spherical object, heavy) and object O2 (red spherical ob-
ject, light). The success / failure of the commands was logged.

T3) Object misclassification error assessment: 11 "what color is the object" questions
were made, for each of the above described objects O1 (green) and O2 (red). The
answers were logged.

Module-level evaluation: Results

Task T2: 82 percent correct for "hand me" [gripper slippage], 100 percent correct for
"touch".

Task T3: 64 percent correct for O1 (green object) [misclassified as "blue" or "either
green or blue" etc], 100 percent correct for O2 (red object).

7.3.4 Discussion

In general, although the system is not absolutely error-free, this does not inhibit its task
completion functionality and allows fluid interaction with the robot.

In particular, for the case of the task-level evaluation, although there are errors (al-
most completely due to speech misrecognition), their ultimate effect was only the pro-
longation of the task by an extra repeated human utterance on average. Regarding the
module-level evaluation, the main motor control system performance detriment is due
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to gripper slippages (affecting the "hand me" comments - can be improved with more
careful calibration), but with perfect execution of all "touch" commands. Also, while
there exists considerable categorical misclassification for the green object (O1) (due to
the borderline blue-ish / green color of the object and local light intensity variations),
there is perfect classification for the red object (O2).

Error detection and dialogue repairs

An interesting tangent to the previous discussions, as well as a possible direction for
extensions, is the following:

In the task-level evaluation, the human was instructed to repeat a command in the
case where the expected response from the robot did not occur. Thus, the human was
detecting errors in the dialogue, and he was attempting to repair them through this sim-
ple recipe: repetition. And, fortunately, all errors that occured during the evaluation
were not catastrophic: they were repairable by repetition. Now, the question arises: are
there other ways to repair such errors during the dialogue?

A quick consideration will reveal that the answer to the above question is positive.
However, in order to attempt to repair, first the error has to be detected; either at the
human or at the SCA side. In the task-level evaluation described above, only the human
was detecting errors, by knowing what the expected response should be. But how can
the robot detect errors and repair errors too?

Let us consider some possibilities:

Categorical Missclassification Errors: Let us suppose that the human utters: "Touch
the green object", and that a single object is on Ripley’s table, which the human
classifies as being green, while the robot classifies as being blue. In the current
implementation, the robot’s answer would be: "No such object exists". But no-
tice that Ripley currently has a single-initiative (user-initiative) dialogue system;
he can only respond to user utterances, and cannot initiate dialogue pairs (mixed-
initiative system). If we extend our system, we could alternatively have Ripley re-
spond with: "I think no green object exists", followed by "I think this is blue. Do
you think this one is green?". In that case, a positive answer from the human, could
have enabled the adjustment of the categorical classifier that the robot possesses
for the color "green", in order to include this specific color shade within the recep-
tive region of the classifier. Thus, essentially, the robot would then be performing
online retraining of its categorical classifiers; which is just a special small-scale
case of situation model alignment between the robot and the human (see species
and some possible remedies for case D5 in section 3.2.2)8.

Speech Recognition Errors: In case the output of the speech recognizer produces an
incomprehensible sentence, the robot currently responds with: "I don’t under-
stand. Sorry." This does not mean, of course, that an incomprehensible sentence
was uttered; it might have (in which case this was not a speech recognition error),

8I am indebted to a very useful comment from Prof. Ted Selker that provided motivation for such a
dialogue system extension.
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or it might not (in which case, we indeed had a speech recognition error). In the
case that we were also keeping a discourse model (storing previous utterances), we
could also have detected a repetitive incomprehensible sentence; and then, other
strategies might have become applicable for repair. For example, again if we ex-
tended to a mixed-initiative dialogue system, the robot could then have attempted
to ask a yes/no question regarding possible actions, such as "Do you want me to
touch an object?". Such a question, usually expecting a single-word answer (either
"yes" or "no), could have been followed by the biasing of the language model of the
speech recognizer towards these two words. And such an action, could have re-
sulted in much higher recognition rate even under severe noise conditions. This is
in accordance to what humans would usually do in a noisy communication chan-
nel: use short yes/no questions, whose answer could have much more easily come
through.

Mechanical Manipulation Errors: In case a "pick up" or "hand me" command fails, and
the object slips, this is readily detected by the touch sensors of the gripper. In that
case, the robot currently utters: "Oops!". Thus, the error is detected. Some possi-
bilities for repair are the following: again, with a mixed-initiative dialogue system
extension, the robot could actually ask for human assistance in gripping the ob-
ject. Alternatively, the robot could use another technique: it could try a slightly
different motor control trajectory, that might have enabled successful gripping9.

Thus, we have seen some possibilities that could exist for extending dialogue error
detection and correction between the robot and the human. These seem to be all
fruitful avenues that could well be explored in future real-world systems.

7.4 The Token Test

The Token Test [DiSimoni1978] is a standard situated language comprehension test, that
is commonly used to assess language skills of children who exhibit language acquisition
difficulties, typically used for three-year old children. To administer the test, the evalu-
ator arranges a set of physical tokens on a table and asks the subject to perform various
manipulation tasks ("When I touch the green square, you take the white one", etc.).

The Token Test is a suitable evaluation for our implemented system since it evaluates
basic language-to-world mapping skills and does not rely on social or cultural knowl-
edge. The Token Test is divided into five parts ordered in increasing difficulty (see figures
7-4(a) and 7-4(b)).

9This is just a special case of a more generic method for retrying failed actions: just vary them a little
(similar to "jiggling the key" when the door does not open). The same principle could be applied to speech
production (vary the way you say things a little) and so on. I am indebted to a comment made by Deb Roy
for this realization.
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(a)

(b)

Figure 7-4: The Token Test for children
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Figure 7-5: Comparison of Ripley’s current behavioral repertoire with requirements of first four
parts of the Token Test. Yellow: Abilities that the Token Test requires that have not yet been im-
plemented on Ripley. Red: Abilities of Ripley that surpass the relevant Token Test Requirements

7.4.1 The current state of Ripley vs. the Token Test

Using the GSM-based real-world implementation on Ripley the Robot that we have de-
scribed, we have attained language comprehension abilities that are comparable to those
implied by the first four parts of the Token Test, and in some directions also surpass
those abilities10.

Let us now examine the above claims in more detail: First, in what way are Ripley’s
language comprehension abilities comparable to those implied by the first four parts of
the Token Test? And second, in what ways do we surpass the abilities implied by the
whole of the Token Test?

Let us start with the first claim, and perform a comparison (see figure 7-5).
By comparing the token test requirements with the relevant abilities of Ripley, we see

that:
- Regarding the form of the acceptable commands:
While Ripley cannot currently handle the "and" conjunction in order to connect two

consecutive commands11, he is capable of at least three levels of generality more than the
Token Test requirements (genarilty regarding the form of his commands): First, both sin-

10Also, a theoretical systematic design of a GSM-based system that can pass the token test has been
devised by the author, and is discussed in appendix D.

11Which however would be an easy and straightforward extension for the current system - and anyway
the user can still easily give the two commands one after the other instead of connecting them with "and".
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gular/plural descriptions can be handled appropriately, while the Token Test only has
singular; second, event-related descriptions referring to the past such as: "The object
that was at the left when the green one appeared" can be handled; and third, apart from
requests for motor acts, Ripley is also capable of answering questions and handling "in-
form" speech acts.

- Regarding the set of acceptable motor actions:
Ripley clearly surpasses the relevant Token Test requirements: apart from "touch",

Ripley can also handle and perform "pick up", "hand me", and "look at".
- Regarding the combinatorics of acceptable property descriptions:
Ripley can accept any combination of <size> <color> <object> <locus>, while the

Token Test requires <color> <shape> with optionally also <size>. Thus, regarding the
combinatorics of the property descriptions, Ripley is more flexible.

- Regarding the acceptable property dimensions:
Ripley cannot yet support shape descriptions. However, notice that although ver-

balized shape descriptions are currently not supported (although they could be imple-
mented with ease, as commented upon in 9.1.1), Ripley currently supports full 3D ob-
jects through the voxelizer12.

- Regarding the acceptable property categories:
Ripley can handle one more size than those required by the Token Test (medium),

and although he can handle three colors (red, green, blue), he does not currently support
the two extra colors required for the Token Test (white, yellow). However, this would be
a most straightforward extension - retraining of the color categorical classifiers as well
as the object segmenter is all that would be required to achieve this. Finally, Ripley can
handle various locus categories (such as center, left, bottom etc. and combinations),
which is again one more ability surpassing the relevant Token Test requirements.

Thus, it should now be clear that Ripley’s current abilities are not only comparable
to those implied by the all except the last parts of the Token Test, but also that Ripley’s
current abilities clearly surpass those implied by the whole of the Token Test in many
important ways - motor action repertoire, locus descriptions, combinatorics of descrip-
tions, 3D shapes, plural number, and most importantly: support for the past and events,
support for question answering and inform statements.13

Furthermore, it should be clear by the above comparison and discussion that most
of the required extensions for covering the whole of the Token Test are pretty straight-
forward, and that they leverage greatly on the existing system and the GSM proposal.
Finally, remember that a theoretical design for covering the whole of Token Test has al-
ready been devised in a systematic manner, we will see in appendix D.

12See section 6.4 (as demonstrated by the video [Mavridis2006b]), an ability surpassing the Token Test
requirements (which requires only two species of 2D "flat" objects - squares and circles). Also, Ripley can
currently handle locus descriptions (such as "the object at the left"), an ability which again surpasses the
Token Test requirements.

13Our implemented system thus goes well above the here-and-now situatedness (see section 8.1.4) of
the language assessed by the token test - it extends spatiotemporally all the way to the realms of past expe-
rience ("where was the red one when your head started moving?") and of imaginary situations ("imagine
a blue object on the left"), and also extends the speech act horizon of the token test: from handling only
REQUESTs for motor action (commands) to being able to also service REQUESTs for speech (questions)
and INFORM speech acts ("there is . . . ").
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Now, having discussed the Token Test in relation to our implementation, we will
move on to a question that was left unanswered in the previous section: how can we use
such psychological tests for humans not only for evaluation, but also as design specifi-
cations for SCA’s / robots?

7.5 Behavioral tests for humans serving as design specs
and as evaluation tests for SCAs

7.5.1 What consists cheating in a test and what does not?

When trying to use a behavioral test designed for humans as a design-driving specifi-
cation for an SCA, one main difficulty arises, which we will discuss here. The human
to be tested is supposed not to know exactly the contents of the test before it is admin-
istered. However, we assume that throughout his experience so far in his life, he has
received adequate explicit or implicit training stimuli in order to perform well. When
administering a behavioral test to an SCA, we certainly should not allow the designer of
the SCA or the trainer to have given explicit response specifications for each of the spe-
cific tasks that comprise the test. Allowing such a state of affairs would be equivalent to
having trained the human for the specific tasks/questions of the test: having shown him
the correct responses and having made sure that he performs them well. This would
certainly count as cheating in most human testing cases. So the question arises: if hav-
ing supplied the "questions" and the "correct answers" to the specific test, and having
made sure the human performs them adequately counts as "cheating", what would be
considered allowable?

7.5.2 The wider domain versus the specific questions

Let’s examine the human case again. A high school student preparing for his SAT tests
is exposed to intense training. This training takes the form of explicit tuition on the
related subjects, practice tests etc. Then, one day, he has to sit his actual exam. Why
doesn’t the training count as cheating? Because it is general enough in order to cover
the wider area to which the questions of the test to be administered belong to, but is
not specific enough in order to cover only these questions. It would have been highly
unlikely for the training to cover only the specific questions of the administered test,
without any pre-knowledge or "leak" of the exam questions. So what is the moral for the
SCA case? Any proposed design solution that passes a human behavioral test should be
able to pass any test that belongs to the wider area to which the test belongs, and not
only the specific test in question. Of course, the delineation of the "width" of the area to
which the specific tests belongs should be carefully justified. Notice that an analogous
situation holds in the pattern recognition evaluation literature. In supervised training
problems, we are given a training set and are asked to design a classifier that performs
well on a (supposedly unknown) testing set. The training set should be general-enough
in order to cover and represent densely enough the area where the testing set might
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belong to. However, it must again not be specific enough so that it suspiciously only
includes the testing set.

7.5.3 The test design problem

After all, one must ask a wider question: what is the purpose of testing? What was the
test designer trying to achieve? Usually, the test design procedure is posed as follows:

a) Decide on the limits of the wider area of the material to be tested
b) Select specific questions out of the wider area, such that:
b1) they can be practically tested in limited time (few in number, short answers)
b2) the answers given to the selected questions can have high predictive value to-

wards the answers that the examinee would give to all the questions comprising the
wider area of the material to be tested.

In short, the test designer must chose a few easily testable questions that are however
highly indicative of the examinee’s mastery of a wider area of knowledge that is being
tested.

7.5.4 The "three commandments"

The above discussion has clear implications towards using behavioral tests for humans
as design specifications (or alternatively as training material) for robots:

C1) First, the test must be reverse-engineered: given a specific test we must try to delin-
eate the wider area in which the tasks of the test belong, and for which the specific
test acts as a representative sample of. In case we have explicit knowledge of the
test designer’s coverage intentions, we can adapt them readily. Else, we have to
"grow" the wider area by using the specific questions as a "seed". The extent and
generality of the wider area must be chosen.

C2) Second, we must use this wider area as a design specification, or sample it ran-
domly for the generation of a training set. We are not allowed to use the specific
questions comprising the test as the only target domain.

C3) Third, we must clearly and explicitly justify all of our above choices.

Minimality at odds with generality requirement prescribed by "width"

Finally, it is worth noting that the designs that can satisfy the requirements of the wider
"grown" areas will often prove to be more costly than those that would only satisfy the
seeds. Nevertheless, only a design that can pass the "wider" requirements is of any real
value, and is furthermore more general and easily expandable in the future. Of course,
the right level of generality must be decided and explicated on a case-by-case basis, as
we will do in the next chapter, when presenting an example of the use of the "Token Test"
as a design specification.
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7.6 Recap

In this chapter, we considered the subject of the evaluation of SCAs. We first presented
a detailed example of the operation of the implemented system on Ripley the Robot in
section 7.1. The video that corresponds to this example, as well as many other videos of
Ripley, can be found at [Mavridis and Hsiao]. Then, in 7.2, we discussed various differ-
ent methods for evaluating SCA’s. In 7.3, we presented the quantitative evaluation that
addresses both the task- and module-levels of evaluation. In 7.4, we introduced the "To-
ken Test" for children, a psychological test administered to children, and discussed its
relation to our implemented system on Ripley. Later, in section 7.5, we discussed the use
of such tests for evaluation of SCAs as well as for acting as design specifications for SCAs.
Most importantly, we proposed specific prerequisites (the three "commandments") for
the meaningful use of such tests both for design and evaluation without "cheating". The
interested read can now move on to the presentation of a sketch of a design methodol-
ogy (appendix D), that aims towards systematizing the design of SCAs given behavioral
specifications or psychological tests, that might be used in place of the specification.

Now, let us see where we are in the large-scale structure of the thesis: having started
by the vision of SCAs and relevant background notions in chapter 1, having progressed
from a very high-level view to a specific implemented system in chapters 2-6, and hav-
ing discussed the evaluation of SCAs in chapter 714, we will now take a higher-level view
again, and in the next chapter, through an extended itemized discussion, we will at-
tempt to reflect on various theoretical implications and connections of the presented
GSM proposal.

14The systematic design of SCAs is discussed in appendix D.
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Chapter 8

A discussion of various topics in light of
the GSM proposal

In this chapter, we will consider a variety of subjects related to semantics, grounding, AI
and philosophy of mind, in light of the GSM proposal. Many tangents towards a wider
view will be given, as well as directions for extensions, arguments against possible clas-
sical attacks against the proposal, and discussions of the relevance of ideas found else-
where with our proposal.

The overall organization of this chapter consists of five large blocks (each assigned
to a section):

Block 1: Language grounding, Situated language

Block 2: Abstract entities, Imaginary situations

Block 3: Semantics, Situations

Block 4: Logic, Ontologies

Block 5: Stance X and its relation to GSMs

Let us consider each block in detail.

Block 1: Language grounding, Situated language

We will start by discussing topics relevant to language grounding and situated lan-
guage (introduced in sections 1.3.1 and 1.3.2). In section 8.1.1 we will initiate our discus-
sion by talking about possible meaning spaces, that are external to the world of words
- sensory, sensory-motor, and goal-oriented meaning spaces. Then, in 8.1.2, we will
briefly touch upon two metaphors that are useful towards the theoretical unification of
speech with sensing and acting. We will then address the question: "How (and if) can
we ground the whole of language?" (section 8.1.3), and then discuss the existence of
multiple levels of detachment from the "here-and-now" of situatedness (section 8.1.4).

Block 2: Abstract entities, Imaginary situations

Then, we will delve into a discussion of abstract entities and imaginary situations:
we will first ask the philosophical question about the mode of existence of abstract en-
tities (section 8.2.1), then discuss where the GSM proposal stands when it comes to this
question (section 8.2.2), and then propose a way for representing abstarct entities within
"concrete" GSMs (section 8.2.3). Moving on from the abstract to the imaginary, we will
deal with inform speech acts, imagine statements, and the "imaginer" module (section
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8.2.4), and then discuss the possibility of "pure" imagination in light of the GSM pro-
posal (section 8.2.5).

Block 3: Semantics, Situations
Later, having dealt with abstract entities and imaginary situations, we will touch

upon the semantics of certain parts of speech within the GSM proposal, and also upon
two aspects of situations: similarity and enumerability. We will start by discussing the
semantics of verbs and adjectives within the GSM proposal 8.3.1, and then discuss ex-
tensions through successive approximations of meaning models in 8.3.2. Spatial seman-
tics and comparative adjectives will be touched upon in 8.3.3. Similarity of situations
and the possibility of enumerating possible situations will be considered in 8.3.4 and
8.3.5.

Block 4: Logic, Ontologies
We will start by discussing the bridging of the world of GSMs with that of First Order

Predicate Calculus - for which numerous tools and algorithms exist - in 8.4.1. Another
possible bridge - this time between ontologies and grounded semantics - will be envi-
sioned in 8.4.2.

Block 5: Theory/stance X and its relation to GSMs
We will start by discussing embodiment and the GSM proposal, and also consider

how dependent the "mind" (agent model) of an agent is on his embodiment, and what
needs to be changed when "implanting" minds in new bodies (section 8.5.1). Then (sec-
tion 8.5.2), a question that we have most frequently encountered by visitors who see our
robot will be addressed: how is this different from SHRDLU? Then, we will ask: how
are GSM-based systems different than observer-only systems (section 8.5.3)? After con-
necting in this way with the past landmark systems of AI, we will then move on back to
semantics, and view our proposal from the viewpoint of procedural semantics (section
8.5.4). Then, a proposal for another semantic theory will be introduced, a theory which
is of quite a different nature than either procedural or model-theoretic semantics, which
we shall term "empirically sound semantics" - in section 8.5.5. Subsequently, philoso-
phy will enter the picture: Dennett and the "intentional stance", the classic homunculus
attack (sections 8.5.6 and 8.5.7). And finally, in 8.5.8 and 8.5.9, last but certainly not least,
we will see the ways in which some of Lawrence Barsalou’s ideas regarding "Perceptual
Symbol Systems" and Minsky’s ideas from the "Society of Mind" and the "Emotion Ma-
chine" are related to the GSM proposal.

Now, having examined the map, let the journey start!

8.1 Language grounding, Situated language

8.1.1 Meaning spaces

In the first chapter, while discussing language grounding, a number of questions came
up, that we promised to address here. These questions were: First, if we have to ground
the meaning of words to something external to words (i.e. not words themselves), what
should this external thing be? Second, what are the limits of this approach - can we cover
the whole of natural language, and if yes, how? We will address the first question here,
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Figure 8-1: Some Meaning Spaces

and the second a little later in this chapter.
Let us first deal with the first question: What are possible "meaning spaces" consist-

ing of things external to words, that we can ground the meaning of words to? Here, we
will propose three species of such spaces:

Let us consider each of them in turn:

MS1) Sensory spaces

Consider the meaning of "red" or "loud" - both are concerned with sensory-derived
qualities. If we effectively "cut" our optic nerve or our acoustic nerve, we would expect
"redness" or "loudness" to correspond to patterns of signals passing through the nerve.
In our proposal and the Ripley implementation, the adjectives addressed were actually
effectively grounded out to a multi-dimensional "sensory space", where each property
contributes a number of dimensions - 3 for color, 1 for size and so on.

Sensory spaces are the most frequently encountered in the literature - see for ex-
ample [Roy1999] [Regier and Carlson2001] [Siskind2003] etc. However, one must not
forget, that they can only cover one aspect of meaning, and for some words they are
clearly insufficient, as we shall see. When grounding out to sensory spaces, we are effec-
tively reducing the agent to a "passive observer" of the world - no possibility of action or
purpose is implicated.

MS2) Sensorymotor spaces

Consider the meaning of "jump". There are at least two parts of the meaning of this ac-
tion verb: the recognisive part (second/third person jump) and the generative part (first
person jump). The first belongs to a sensory space: how can I recognize that somebody
is jumping - what in my sensory streams corresponds to somebody else jumping? For
example, it might be approximated by a classifier that reports the existence of jumping
people in video streams. The second, belongs to a sensorymotor space: how can I ac-
tually perform a "jump" myself? What sensorymotor control loops can achieve that -
i.e. what signals should I send to my muscles, and how should I regulate them in terms
of visual and proprioceptive or other feedback, in term to perform a successful "jump"?
Notice that, at a first approximation, this can be just a motor routine - without any sen-
sory feedback whatsoever: i.e. to "jump" simply send such and such a signal to your
muscles. However, at a second approximation, control loops with sensory feedback are
almost always implicated. As a second example, consider "search". This verb clearly
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involves "dialogue" with the environment through acting / sensing / acting sequences -
i.e. some form of a control loop or a similar construct is a prerequisite for its execution.

In the literature, the need for sensorymotor spaces has been addressed by a number
of proposals. Kai-yuh Hsiao at the media lab has demonstrated simple action learning
for Ripley through HMMs, x-schemas have been proposed by Narayanan [Naryanan1997],
although these have not been implemented yet on robots, up to our knowledge. I have
also addressed some related questions on a paper [Mavridis2005d] proposing exten-
sions to the Human Activity Language proposed by Aloimonos [Guerra-Filho et al.2005].
Again, one must not forget, that by adopting sensorymotor meaning spaces, although
we can cover purely sensory meaning spaces as a subcase of them, we are just adopting a
certain viewpoint towards meaning - they are not in any case "best" or "most-inclusive"
or "universal", as we shall see. Also, one should keep in mind, that when adopting sen-
sorymotor meaning spaces, one takes the viewpoint of the agent as an "actor" in con-
tinuous dialogue with the world - thus, sensing and acting are implicated, but no notion
of purpose whatsoever is directly involved.

MS3) Goal-oriented spaces

As we have mentioned before in section 2.3.2, there exist two flip-sides to the notion
of meaning: referential meaning vs. functional meaning. Referential meaning views
language as referring to things - for example "apple" as referring to a physical apple in
external reality, or to some pattern of neural activation in the brain etc. I.e. referential
meaning answers "what" questions. On the other hand, functional meaning deals with
the purpose of utterances: for example, if I want the window of this room opened, there
is a number of actions I can take to achieve this - go and open it myself, say: "can you
please open it?" to a friend that is sitting next to it etc. Notice that these two ways are
both actions, but of a different species: one is a motor action, and the other a speech
action. In the first case I move my feet and hands, in the second I move my lips. Both of
these ways are interchangeable though, in terms of purpose; they will eventually have
the same result and help me reach my goal. Thus, the meaning of "can you please open
it" can be specified as an operator that forms part of a plan - its meaning consists of its
effect on the world. This is the "functional" side of the language coin - utterances are
seen as purposeful actions, that form parts of plans. Thus, I can ground words out to a
space of planning operators - where also motor action operators might reside.1

The bigger picture

Now, having discussed sensory, sensorymotor, and goal-oriented meaning spaces, one
can ask: But where do the above spaces fit in the big picture of the semiotic triangle
given in chapter 2? All three reside primarily within the mind - only secondarily, through
sensing and acting2, they connect to external reality. Sensory and sensorymotor spaces
belong to the "object" side of the double-sided object/purpose semiotic triangle, while
goal-oriented spaces belong to the "purpose" side. One can also generate more species

1See for example [Cohen and Perrault1979].
2and through M1 and M2, in the terms of chapter 3.
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Figure 8-2: Two metaphors: speech as sensing / speech as acting

of meaning spaces, on the basis of the dual-sided semiotic triangle. For example, one
can try to project a "sensory" space (residing in the mind) to its possible external causes
(residing in the world). This would amount to effectively moving from the a set of sensa-
tions in the mind that correspond to a word, to the so-called "intension" of the word: the
set of all possible things in the world that a word could describe. In this extended frame-
work, one can now start discussing the degree of overlap of "intensions" across speakers,
whether meaning should be positioned in the world, or in a linguistic community, or an
individual etc.3. Our discussion on alignment of situation models also becomes relevant
here (section 3.2).

Anyway, we will not pursue this path any further within this document. Now, hav-
ing seen three species of meaning spaces, and before moving on to the question of the
"grand plan" of extending grounding to the whole of language, we will briefly discuss
another interesting notion that has arisen while discussing "goal-oriented" meaning:
the interchangeability of motor actions with speech actions. We will thus now ask: what
other such analogies between speech and generic action can be found? How can one
view speech, sensing and acting in a more unified framework?

8.1.2 Unifying speech with sensing and acting

Consider two metaphors:
First, let us discuss sensing and speech. If one moves from the notion of passive,

continuous-feed sensing to active sensing4, then one can decide what to look for, and
when to look for it. For example, when I want to update my information about the posi-
tion of a ball that some kids were playing with, I can choose to turn my head, fixate, and
obtain visual information about the position of the ball. This is an example of an active
sensing act - and in the context of computer vision, a considerable amount of relevant
work has existed for quite a while: see for example [Blake and Yuille1992]. Topics that

3See for example [Putnam1973].
4One of the proposed future extensions for Ripley - see section 9.1.1.
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have been dealt with include problems such as: in order to reconstruct the shape of an
object through multiple views, what is the next most informative view of it that I can
take? [Pito1999]

Now, let’s return to the position of the ball estimation problem. I also have other
options to obtain the same information: I can ask one of the kids. In that sense, question
generation can be viewed as active sensing. From the viewpoint of the GSM proposal,
there is a clear interchangeability: both the physical world and the embedded GSM of
other minds resides within the GSM. When I perform an active sensing action - through
vision, touch etc. - then I attempt to reduce my uncertainty about some aspect of the
physical world directly. When I ask a question, I attempt to reduce my uncertainty about
some aspect of the answerer’s mind directly - something in his GSM estimate that is
embedded in mine. Indirectly, I also reduce my uncertainty about some aspect of the
physical world - if I trust his answers and his beliefs.5 In this sense question generation
can be viewed as a special case of active sensing - I can sense their mind by their answers,
and indirectly I can also effectively extend my sensors through the sensory organs of
others - in a human-mediated way, though.

Now, let us discuss physical action and speech. Again, consider the window example
given before. The window is closed - I want the window to be opened, and a friend is
sitting next to it. I can either open it on my own (through a motor action) or ask my
friend to do it (through a speech action)6. As mentioned before, in terms of physical
effect, the motor and the speech act are interchangeable in this case - and they both can
be used as parts of a plan to reduce the temperature of the room. Taking the viewpoint
of the GSM, both "change" things: the motor act changes the position of an object in
the physical reality description of the GSM, while the speech act directly changes an
aspect of the mental realm (the estimated embedded GSM) of the other person, which
resides within my GSM again. The indirect effect is again the change of the position
of the window panes. In this sense request generation can be viewed as a special case
of physical action - I can change something in the mind of others, and indirectly I can
also effectively extend my effectors through the effectors of others, again in a human-
mediated way, though.7

Having briefly discussed the two metaphors of speech as active sensing and speech
as physical action, let us now try to answer the promised question: How (and if) can
we eventually cover the whole of language through the grounding to external "stuff"
approach that we have taken?

5For an example of mixed physical/speech act planning in a limited domain, see [Mavridis and
Roy2004].

6There is quite some freedom of choice here, in terms of the realisation of the speech act. I can use
a direct request: "Open the window", or an indirect speech act, such as: "Could you please open the
window?", "Oh . . . it is quite hot in here", in order to conform with social etiquette.

7Inform statements can also be viewed as "changing" / "moving" things within people’s heads - within
their embedded GSM. Consider: "the book has fallen from the shelf". Here, no direct physical effect on the
book is produced by the speech act; but in the embedded situation model of the hearer that the speaker
posseses, there is a resulting movement of the book.
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8.1.3 Grounding the whole of language

In Ripley, only a subset of English is effectively grounded - adjectives such as "red",
"small", some action verbs etc. One obvious question that arises is concerned with the
generality and the scalability of the approach: In principle - and in practice - is it possi-
ble to "ground" out the whole of language to such spaces that are external to the words
themselves?

Let us see why this might be difficult. There are at least two problems that arise that
we have not addressed at all:

First, consider a word such as "red". This has a meaning that can be effectively
grounded to a sensory space - some aspect of the pixels of an incoming visual stream
correlate with "redness"8. Now consider a word such as "dark", used as a modifier for
"red": i.e. used in a phrase such as: "Imagine a dark red ball". The question now be-
comes: how can we learn the meaning of "dark" as a modifier? First of all, as what kind
of object do we model it? Suppose that we have modeled red as a classifier on a color
space - say RGB. Then, dark becomes an operator that acts on the classifer "red", and
effectively creates a new classifier: "dark red". How can we learn this operator through
empirical examples? Say that we have acquired the meaning of "red", and then of "dark
red" as a totally new category - i.e. trained classifiers for both of them. Then, how can
we "calculate" what the meaning of "dark" is, by comparing the classifiers of "dark red"
and "red"? How can we later, having seen "green" things, but without ever having seen
a "dark green" thing, be able to create a sensory expectation for it? In essence, the ques-
tion is: how can we empirically learn the "compositional semantics" (the function f) that
would enable us to express:

Meaning("dark red") = f(Meaning("dark"),Meaning("red"))
Also, what is the right "meaning space" for "dark" when used as a modifier for colors?
This question has never been addressed to a satisfactory extent, although it is essen-

tial for the progress of the "grounding grand plan" - extending grounding to the whole
of language.

To get a feeling of the second problem, consider a word such as "loud". This seems
to have a meaning that can be grounded to a sensory space quite easily - the "ampli-
tude" of the acoustic stream should pretty much correlate with what we call "loudness".
Now consider a word such as "contrast". This seems not to be modality-specific: we
can say that "loud" contrasts to "quiet" or "dark" to "bright". But then, what is the right
meaning space for a word such as "contrast"? If we call the meaning of "loud" or "dark"
a first-order meaning (one that is directly connected to the senses), contrast becomes
a "second-order" meaning - it is built upon first order meanings, and does not connect
directly to the senses, as it deals with relationships between first order meanings - in this
case, the relationship of "loud" to "quiet", which are both regions of an auditory space

8As a first approximation, "red" can be thought of as corellating to some aspect of the pixels of the
objection that is being characterized as being "red". However, as is well known from results in color per-
ception, this is just a first approximation - the nature and the context of the object has to be taken into
account too. Such successive approximations of meaning that start from "absolute" views and move on to
object-specific and context-dependent meanings can be accomodated within the GSM proposal, and are
discussed in section 8.3.2.
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Figure 8-3: Extending "grounding" to all of language

- which happens to be analogous with the relationship of "bright" to "dark", which are
both regions of a visual space. Thus, analogy enables us to move across spaces and also
build upon spaces in order to reach more abstract second-order notions, that are not
directly sensory grounded anymore9. This is a very important process, that effectively
enables us to transcend the limitations of direct sensorymotor grounding and move up
towards abstract concepts. Considerable work has been done on analogy, such as [Gen-
tner and Markman1997], however no computationally effective and general enough al-
gorithms are really yet operational, and no implemented practical application of anal-
ogy to the domain of language grounding has yet been done - up to our knowledge.

Thus, having seen two major problems that must be solved in order for the language
grounding approach to "scale" to the whole of language, and having partially hinted
towards ways to address them, we can now propose a "grand plan" for grounding all of
language10:

In terms of the above proposal, currently our community is still at the first stage, and
actually in the initial stage of it. It is our hope that soon, work towards the next two
stages should start in parallel, in order to enable us to get a better sense of the problems
and limitations of the "grand plan" for grounding all language.

8.1.4 Levels of Detachment from the "here-and-now"

In section 1.3.2, while discussing the discrete designer-imposed stages of the develop-
ment of the robot Ripley, we noticed that those were roughly aligned with the empirically
evidenced progression of linguistic abilities of humans: we start with language about the
"here-and-now", then extend to language about the further spatiotemporally detached,
and then we start being able to talk/understand utterances about the imaginary. Here,

9Here, one might argue that all words have an original sensory-groundable meaning, and then we ex-
tend them through analogy - so no purely "second level" words exist. One can argue that this might be
the case in terms of language development, but notice that later on the original concrete meaning is often
just a small part of the extended meaning, and that it is later abandoned. Consider: "democracy" as the
sensory experience of people throwing papers in boxes - this is what the meaning might start with, but
then a more sensory-detached component based on multiple analogies is added upon it, and finally the
physical-only component is detached - throwing papers in boxes might not constitute voting.

10Emotions and affect can also be incorporated into this picture - see paragraphs on affect in 9.1.5. Once
we have introduced affective variables in the system, we can then treat them as sensory data arising from
the "milieu interieur", and ground the meaning of words to them through the categorical layer etc.
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we will try to examine some theoretical stages of detachment from "situatedness" in a
little more detail, and while doing so, we will be led to the interesting topic of "imagina-
tion", which will be discussed in the next subsection.

The first stage, corresponds to being limited only to the "here-and-now, existing con-
crete things". Words connect to things directly accessible to the senses at the present
moment. If there is a chair behind me, although I might have seen it before, I cannot
talk about it - "out of sight" means "non-existing" in this case.

At the second stage ("now, existing concrete things"), we can talk about the "now",
but we are not necessarily limited to the "here" - where here means currently accessible
to the senses. We can talk about things that have come to our senses previously, that we
conjecture still exist through some form of "object permanence" - i.e., we are keeping
some primitive "mental map" of the environment.

At the third stage ("past or present, existing concrete things"), we are also dropping
the requirement of the "now" - in this case, we also posses some form of episodic mem-
ory, enabling us to talk about past states.

At the fourth stage ("imagined or predicted concrete things"), we are dropping the
requirement of actual past or present existence, and we can talk about things with the
possibility of actual existence - either predicted (connectible to the present) or imag-
ined.

Finally, at the fifth stage ("abstract things") we are not talking about potentially ex-
isting concrete things any more, but about entities that are abstract. But what is the
criterion of "concreteness"? A possible proposal is the following, which is based on the
discussion of the "extension to abstract concepts" step in the previous subsection: a
concrete thing is a first-order entity (one that is directly connected to the senses); an
"abstract" thing is built upon first order entities, and does not connect directly to the
senses, as it deals with relationships between them. Take, for example, the concept of
the "number three": it can be found in an auditory example ("threeness" in the sound
of three consecutive ticks); it can also be found in a visual example ("threeness" in the
snapshot of three birds sitting on a wire). Thus, threeness seems to be an abstract thing
(not directly connected to the senses).

Currently, the GSM implementation on Ripley achieves instances of all the first four
stages of detachment from situatedness; the fifth seems to still be out of reach - or isn’t
it? This question we will try to tackle in the next subsection - after a slight detour.

8.2 Abstract entities, Imaginary situations

8.2.1 Do abstract entities exist in a primary manner?

Even before tackling the question of the achievability of the fifth stage within the GSM
proposal, an interesting question arises: do "abstract things" really exist? Do they have
a primary, or secondary existence, as compared to "concrete things"? Then, in the next
section, we will move on to a second version of the original important question that
arises: in the GSM proposal, can "abstract things" ever be represented as a different
species? Can "abstract things" populate a situation model?
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The answer to the first question (do "abstract things" really exist?) can arguably not
be proven empirically - but is more of a question of philosophical metaphysical belief.
What are some options for answers? One can assign primary existence to one of the
following three (among others): external material reality (and physical objects / events),
sensory data (and sensory objects / events), or abstract things - "forms" or "ideas" in
the Platonic sense. Then, depending on which of the three domains is chosen as the one
possessing primary existence, the other two can be granted secondary existence (arising
out of the chosen domain). Let us consider all three possible options:

The first option (external objective reality is what really exists) seems to be coher-
ent with scientifically-shaped commonplace metaphysics - only atoms exist (a naïve
materialist-reductionist view), and our sensory experiences as well as any abstract enti-
ties are just a consequence of atoms and their regularities.

The second option (subjective sensory experiences are what really exists) corresponds
to a more "sensationalist/solipsist" view: external reality does not exist on its own; it is
just manufactured by us for a purpose: external reality becomes just a useful conjec-
tured model for predicting future sensory experiences: if a have the sensory experience
of seeing a coke can in front of me, and the I turn my head, and turn it back (a sequence
of two actions), then I can use the conjectured model of reality in order to predict my
forthcoming sensory experience (i.e. seeing the coke can again). In this viewpoint, ex-
ternal reality might just be an illusion created by a demon that feeds our senses - pretty
much the case of what is described in the opening of Descartes celebrated "Meditations"
or in the film Matrix - and thus external reality is granted secondary existence, with pri-
mary existence given to our sensory experiences11. But what about forms in this case?
Again, forms become regularities of sensory experiences - thus, derivative to them, and
granted secondary existence (dependent on them).

Finally, let us consider the third option: eternal, unchanging forms are the only thing
that "really" exists; all sensory reality is just a transient illusion, caused by imperfect cor-
rupted and ever-changing shadows of the forms - in the platonic tradition, or similarly
all sensory reality is just the veil of "Maya" in the Indian tradition - and the "Atman /
Brahman" is hidden from the sight of those that have not reached the stage of awak-
ening. In more mathematical terms, it is eternal invariants that primarily exist; all the
changing phenomena are just secondary manifestations of the eternal invariants, which
are hidden from direct sighting12. Thus, sensory reality is derivative of the forms - and
external reality is again just a speculation, which carries only explanatory / predictive
value - and does not have primary existence.

So, let us reconsider the starting question (do "abstract things" exist in a primary
manner?), in the light of the three above stances: in a simplistc interpretation, in both
the external reality as well as the sensory reality viewpoints, abstract things are sec-
ondary - they exist as derivatives / regularities of the concrete (external or sensory).
Abstract things seem to have primary existence only in the platonic stance; the forms
themselves seem like "abstract things". Thus, one can have a strong argument that "ab-

11For a similar in some senses exposition on the construction of a geometry out of the regularities of
sense data, also see [Nicod1970].

12With the possible exception of "third eye" sighting.
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stract things" primarily exist mainly within the platonic stance - and not the objective
external reality / subjective sensory stance.

8.2.2 Can abstract entities exist in a primary manner in GSMs?

But how does all the above discussion align with the GSM proposal? What metaphysical
stance are we silently or explicitly taking?

In our analysis of situation-viewpoints in section 3.2.1, as well as in the preliminar-
ies of chapter 3, we explicitly accepted a version of the "external reality" stance, which
however, upon closer inspection, was an "informational" and not necessarily "material"
external reality - it was bits that we were referring to (when talking about the partial or-
dering of descriptions), and actually we were not even talking about reality itself; just
about descriptions of reality13. Furthermore, we used this "external reality made of bits"
assumption because of a utilitarian cause, and not because of any deep-rooted meta-
physical stance: we just accepted this assumption, because it served the purpose of the
analysis being made in the relevant chapters.

But how about the two other stances - sensory reality is primary / forms are primary?
Well: notice that when looking upon the world through the "eyes" of the SCA, one can
think that only sensory reality primarily exists; however, by us having pre-designed a
structure for the situation model, to which all sensory data contribute, again we silently
assume some form of an absolute "external" reality, but this time not a homogeneous
and abstract mathematical "informational" reality - but rather, a reality parsed accord-
ing to the "folk ontology" of language - i.e. made of agents, objects, body parts, proper-
ties, beliefs etc. - thus, again, this seems like a variant of an "external objective reality"
viewpoint, and not a "primary sensory reality" stance.

Now, what about any hints of a platonic stance in the GSM proposal? Now, one can
argue that, by interpreting all sensory data through a situation model, we are silently ac-
cepting the existence of a number of "eternal forms": the primitives that comprise the
situation model: the notion of agent, the notion of property, the properties themselves.
However, these are not exactly what is usually meant be a "platonic form"; and further-
more, and most importantly: say that we need to represent an abstract entity - then we
must include as one of these primitives; there of course exist many abstract entities that
we have not apriori been included as one of these "primitive" forms, and within our
proposal we neither deal with the possibility of extension of these primitives, nor the
question of redundancy among them etc. In short: the primitives we have chosen are
just fixed, implied through natural languages, and cannot be extended to include other
"abstract things" viewed as "platonic forms". Thus: we cannot currently see how to eas-
ily incorporate the "platonic stance" in a wide-enough way within the GSM proposal.

Thus, to sum up the main results of this discussion: We asked: "do abstract entities
really exist?" Then, we introduced three metaphysical viewpoints, and answered: "Gen-
erally abstract entities are assumed to exist in a primary manner only within a platonic

13We actually also silently assumed the possibility of an idealized description of reality that has "infinite
granularity" - and thus contains as much information as reality needs to be totally described [citeWhit-
manInfiniteGranularity.
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viewpoint". Then we asked: "What viewpoint are we silently assuming in the GSM pro-
posal?" And we answered: "an external objective reality viewpoint (neither subjective
sensory nor platonic); but a special kind of external objective reality: informational, and
not necessarily materialist; and also, structured in terms of the folk ontology of language
- thus also including mental terms. Furthermore, we do not assume this stance because
of deep dogmatic metaphysical belief - we do so because of modeling convenience given
our purpose". And thus the question follows: "So, does it seem that abstract entities can
exist primarily, according to the viewpoint adopted be the GSM proposal?" And the an-
swer, according to our previous discussion, become: "No". But then, the question ob-
viously follows: "Two sections ago, we talked about language about abstract things. But
then, how can this ever be accomplished within the GSM proposal? How can we repre-
sent abstract entities within situation models?". We will now deal with this question.

8.2.3 Representing abstract entities within situation models

Now, after some lengthy theoretical speculation, let us finally discuss the important
practical- can abstract entities directly populate situation models? As discussed above,
the position taken in the GSM proposal is that the answer to this question is negative:
"No, they cannot directly populate situation models". But then, how can they be repre-
sented? An answer follows: "They can only do so indirectly, through concrete things that
stand for the abstract entities by analogy or as exemplars". I.e. when thinking about the
number "two", one can instantiate in his situation model an exemplar situation possess-
ing "twoness": two red objects, or two start moving / stop moving events in sequence,
or even an object having the form of the written character "2" (which has "twoness" as-
signed to its semantics). One can NEVER populate a situation model with "twoness" per
se; only with these exemplars that possess twoness in some way.1415. Thus, it seems that
indeed we have not yet reached the fifth stage of "detachment from situatedness" on
Ripley - but the above paragraph hopefully gives some indication of how we might be
able to reach it in the future.

8.2.4 Inform speech acts, Imagine statements & the "Imaginer" mod-
ule

Having supported the opinion that abstract things can only populate the GSM through
concrete exemplars which form imaginary situations, we will now try to clarify the dif-
ference between "inform" speech acts (such as "there is a red thing at the left") and
"imagine" statements (such as "imagine a blue thing"), in light of the GSM proposal,
and also discuss the possibility of the "initialization" of the world through linguistic de-
scriptions (the "Word"). In the next section, we will then ask the question: can "Pure
Imagination", free of sensory ingredients, really exist?

14This is also the opinion assumed in Johnson-Laird’s Mental Models [Johnson-Laird1983].
15Alternatively, and depending on the purpose, one can use analogy, and package "two" as a single

sphere - maybe associating it with the color green, while association "three" with red etc.
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Let us start with our first task. In section 6.4, while discussing the "imaginer" module,
we stated that it has two functions:

a) Create/update objects on the basis of linguistic information, i.e. service state-
ments of the form: "there is a small green object at the left" with the creation/update of
objects within the GSM.

b) Ex-nihilo create the pre-existing objects that exist at the "beginning of time" for
the robot: i.e. create the robot’s model (which will be updated later when sensory in-
formation arrives through proprioceptor etc., create the human model (again to be up-
dated later), as well as the table model. There are two points to notice here: the first
has to do with what we mean by "imagination" when it comes to the current implemen-
tation of the Imaginer module, and the second has to do with our choice of including
ex-nihilo creation of objects as part of the Imaginer module. Let us discuss both points
here in more detail.

Let us start with the first point. Notice that the current "imaginer" services inform
speech acts, that might have one of the following two forms: "there is x" (for example:
"there is a blue object at the left") or "imagine x" (for example: "imagine a small red
sphere at the right"). One would expect both to result in the instantiation of objects
within the situation model - the first one an object having some shade of blue and being
somewhere at the left, the second an objects having small size, some shade of red, and
being somewhere at the right. But the crucial difference between the commonplace in-
terpretation of the "there is x" statement as compared to the "imagine x" statement deals
with sensory verification and not instantiation. In the first case, having heard "there is
x", we expect that our senses should agree with the information we were given; if we look
at the left, we expect to see a blue object. In the second case, having heard "imagine x",
we do not expect sensory verification; an "imagine x" statement gives information about
a fictional situation, not about the actual present situation that we are embedded in.
Thus, the "imagine x" statement should ideally be handled by spawning a second, fic-
tional situation model, in parallel to the actual one, and instantiating a red object within
the fictional model - not expecting to have any sensory verification whatsoever. This is
not the case in this first implementation on Ripley - the two statements are treated in
the same way. In essence, we are giving to "imagine x" the commonplace semantics of
"there is x". Of course, extensions that would enable the system to handle "imagine x"
as it should be are straigthforward (via spawning of a second "fictional" situation model,
which would not connect to the senses)16.

Now, let us visit the second point. Why have we included ex-nihilo creation as one
of the functions of the imaginer, and have not created a separate module to handle it,
which for example might be called the "initializer"? Even before answering this ques-
tion, a second question arises: why do we need to ex-nihilo create some objects at the
"beginning of time"? The answer is twofold: first, the current vision system cannot per-
form self-imaging - there is no segmenter and no visual shape recognition support for
the body of Ripley, the human body, and the table - we can only detect human faces,
hands, and the objects on the table. Second, even if we had the ability to detect regions
corresponding to Ripley’s body through vision, how do we know they are Ripley’s body

16See also story understanding in section 9.1.8.
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to start with and not objects external to its body? The problem of body-discovery (i.e.
which part of my sensory data arises from my body) is pretty hard on its own, and has
been a subject of study elsewhere. This might be a direction for future extension, which
however is tangential to the purpose of the system (being a cooperative SCA).

Now, having dealt with the second question that arose during the discussion of the
second point, let us deal with the first question: Why have we included ex-nihilo cre-
ation as one of the functions of the imaginer, and have not created a separate module
to handle it, which for example might be called the "initializer"? First, for historical
reasons - this is how the system happened to be coded initially. But also, for a second
reason: as a future extension, the ex-nihilo creation of the body and the environment
might come through a pre-written set of verbal commands, coded in a text file, to be
"heard" by the imaginer at the "beginning of time" of the system: "There is a (body de-
scription), There is a (table description), etc.". This would provide systematicity and
easier modification17.

Thus, we have so far hopefully clarified the semantic difference between "there is x"
and "imagine x", and having discussed the possibility of initializing the situation model
through linguistic descriptions, we will move on to a discussion of the possibility of
"Pure Imagation" in view of the GSM proposal.

8.2.5 On the possibility of "Pure Imagination"

The question is: Can "Pure Imagination", where "pure" is meant in the sense of being
"free from sensory ingredients", in view of the GSM proposal? The proposed answer is:
"No. Imaginary objects, can only come through a recombination / interpolation (how-
ever complex) of sensory-derived fragments".

The supporting argument goes thus: Imaginary objects ("concrete" and not "ab-
stract"), need to be able to create sensory expectations - so that their existence could be
verifiable in some world, even though they might not arise in this world due to the con-
straints of physical law18. But the only way that we have to create sensory expectations
within the GSM proposal is through instantiated objects within the GSM. Furthermore,
the sensory expectations created, depend on the "categorical classifiers"; which in turn,
arise out of exemplars which are sensory fragments.

For a more concrete example: Imagine that we trained Ripley to learn "red", "green",
"small" and "large" through two examples: a "small red" object and a "large green" ob-
ject. Then, we can issue a statement like: "there is a small green object" (which Ripley
would have never seen before!). Then, we can show him an object - and Ripley will be
able to verify whether his expectations are fulfilled - and whether the shown object was
indeed a "small green" object. Thus, Ripley was able to imagine a "small green" ob-
ject although he has never seen such an object before; he has only seen "small red" and
"large green" objects, and through these he has learned the meanings of "red", "green",
"small" and "large". Thus, the novel imaginary object ("small green" object) arose as

17Interestingly enough, it would also be reminiscent of the idea of creation by the "Word" that is promi-
nent in the Abrahamic faiths: "And He said: Let there be light! And there was light . . . ".

18Or through the fact that they have not been reached yet or are unreachable by evolution - consider the
celebrated "Unicorn" case.
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a recombination/interpolation of previous sensory-derived fragments - supporting our
stance. And through the above argument, it should have become clear that no imag-
ined situations can have non-sensory derived ingredients; the recombination might be
novel, but the materials came out of the senses19

Now, having explored the big picture for a while, journeying through meaning spaces,
then moving on to the theoretical unification of speech with sensing and acting, and
then finally arriving at the "grand plan" for grounding all of language, and discussing
detachment from "situatedness", abstract entities and their representation, and the pos-
sibility of "pure imagination", let us now move from the general to the more specific and
discuss the semantics of adjectives and verbs within the GSM proposal, successive ap-
proximations of meaning models for sensory meaning spaces, as well as the grounding
of comparative terms, before we move to the "big picture" again and discuss similarity
metrics for situations and the viability and benefits of enumerating all possible situa-
tions.

8.3 Semantics, Situations

8.3.1 The semantics of adjectives and verbs within the GSM proposal

Having examined the GSM proposal, one reasonable question for a reader to ask would
be: what are the meaning models of adjectives and verbs within the GSM proposal -
for example, where and in what form are the semantics of "red" or "touch" represented
within Ripley’s code? And, what should one change, in order to change the semantics of
these? Let us now try to answer this important question.

Notice here, that within the presented processes, two types of "black boxes" have
been mentioned: "categorical classifiers" and "event classifiers". The first are fed with an
n-D vector, and produce a category number, while the second are fed with sequences
of MOME N T s, and produce EV E N T frames (of the form described in section 5.1.4). A
third type of black box is part of the motor control subsystem (see figure 5-16) in sec-
tion 5.3 - which we will here term "action controller". This is fed with a set of action
parameters, and activates an action control loop.

These three boxes essentially encode the potentially directly trainable part of mean-
ings of adjectives and verbs within the GSM proposal. The meaning of adjectives then
corresponds with the corresponding "categorical classifier"20, while the meaning of verbs
decomposes into two parts: the recognisive part (corresponding to the "event classifier"
- see section 5.2.3) and the generative part (corresponding to the "action controller").
Thus, using our previously developed terminology of "meaning spaces", for the GSM

19In the case of abstract objects, those should have again primarily arisen out of regularities of sensory
objects, and then maybe generalized from their sensory-modality bindings - as in the case of "contrast"
discussed in section 8.1.3. Thus, they too, have arisen as higher-order byproducts of sensory material -
and the above argument still holds. Furthermore, as mentioned before in section 8.2.3, abstract objects
can only populate the GSM indirectly, through specific situations - and thus again we remain through the
sensory-expectation realm, in which case the formed expectations again come out recombination / fluid
mixing of originally sensory-derived material.

20See L1-to-L3 in section 5.2.2.
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Figure 8-4: The functional position of the three black boxes corresponding to the meaning of
adjectives ("categorical classifiers" - green) and verbs ("event classifiers and action controllers" -
light and dark orange) within the operation of a GSM-based SCA. Action selection and reference
resolution details as well as other components omitted.

proposal our model of an adjective’s meaning lies within a "sensory space", while the
model of a verb’s meaning decomposes to two parts, one of which within a "sensory
space" and one within a "sensorymotor space".

But one might ask: is it enough to assume that the model of an adjective’s meaning
is only its categorical classifier? Well, it depends. If one wants a more complete model of
meaning, then for the case of adjective meanings, apart from the categorical classifier,
other parts of the ExternalReality-to-SituationModel pipeline (section 3.2.1) should be
included too - for example, the property extractor (P1b - the process whose input is a
segment of the sensory stream and whose output is property vectors - for example: for
the case of "color", the process that, given the sensory stream that corresponds to a
segmented region, to calculate the color of the object) etc. ). Ideally, for wider generality,
these processes should be learnable too, and not hard coded.

8.3.2 Successive approximations of meaning models

In Ripley’s implementation and our GSM proposal, we have assumed that there exists
a classifier that helps map the stochastic layer into the categorical layer - the so-called
"categorical classifier"21; as commented upon, this classifier is crucially implicated in
the sensory grounding of property category adjectives. For example, consider the one-
dimensional property "size": this classifier accepts continuous values (such as "3.141")

21See section 3.2.1.
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and outputs a category where the value would belong (for example 2="large"). In the
above approach, it is assumed that "small" (or any other such property label) has an
absolute meaning - its categorical boundaries are fixed, irrespective of what noun is be-
ing modified by "small". We will call this approach F1: the first-order approximation
to meaning, having fixed absolute thresholds (or regions for multi-D) for the classifiers,
irrespective of the noun that follows. This threshold might have been arbitrarily chosen,
or tuned through human experimental data, or based on a statistical argument such
as: one sigma above mean value should be called "large", one sigma below "small" etc.
Thus:

F1 (absolute) 1st order approx:
category = f(property value)

However, this is only a first approximation of the mapping between value and cate-
gory label; for example consider the following case:

"small elephant" vs. "small ant"
It is clear that the categorical boundaries of "small" for elephant, would be different

than those that would hold for an ant. Indeed, the size of a small elephant is probably
the size of a supernaturally giant ant. In order to deal with this, we need to extend the
first-order approximation to second-order: one way to do so, for the case of "size", is to
keep track of noun-dependent property statistics - i.e. keep separate histograms of sizes:
one for elephants, one for ants etc. and tune (µ,σ)-dependent thresholds, or empirically
acquire noun-dependent classifiers: one for small elephants, one for small ants, etc.22

This we will call the second-order approximation F2, the noun-dependent case. Thus:

F2 (noun-dependent) 2nd order approx:
category = f(property value,noun)

But even this might not be sufficient in some cases. Consider the following:
"the small cup" when surrounded by other fairly large cups vs. "the small cup" when

surrounded by miniature cups
Here, we need to take into account not only the noun that is modified by the adjec-

tive, but also the situational context - the other cups around it. In that case, the model
of "small" should be dependent on the sizes of the other cups currently around it, i.e.:

F3 (situationalctxt-dependent) 3rd order approx:
category = f(property value, noun, values of same property for other relevant objects)

Again, this is just one more approximation, and one could envision extending to-
wards other directions too. Also, the above apply to other property dimensions too, such

22But what about the case where one has not seen an ant before but is asked to imagine an ant, or where
he has only seen one and can not estimate the variance? When encountering a new "noun", i.e. while still
learning the models, one might transfer assumptions from previously seen things until he gathers enough
experience with the new category.
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as "color" and so on - consider "red apple" vs. "red sky", and "the red one" among differ-
ent sets of objects. Here, for simplicity we have chosen to deal with the first approxima-
tion only - however, one could easily extend to the others too, in the future23. It might
well be the case that also during human development a similar trajectory across suc-
cessive approximations is followed - a conjecture that remains to be tested by empirical
evidence.

8.3.3 Comparative adjectives and better spatial semantics

In our implementation as well as in our proposal, the "position" property is treated
homogeneously with other properties, such as "color" and "size", and as all others, is
only given a first-order approximation of meaning (F1-absolute meaning). However, al-
though this makes our theory neater, in practice this might sometimes differ from com-
mon language use. For example, although when we are faced with a table where objects
stand, we do use phrases such as: "give me the ball that is at the left" with absolute
meaning, we quite often also use relative terms, such as: "give me the one that’s to the
left of the green one". The question now arises: how can we model the meaning of such
terms, like: "to the left of the green one", "bigger than the red one" and so on?

We will call these terms relative terms. A model providing a first approximation to
their meaning within our framework is the following:

To evaluate a relative term R:
Create an OB JEC T _REL AT ION

among the two SI MPLE_OB JEC T s A and B that are implicated,
and encode the vector difference between A and B in the relation.

R will thus encode the vector difference between A and B, in the following manner:
The stochastic layer of R is then fed by the stochastic layers of A and B by effectively
calculating P(xA − xB = x) given P(xA = x) and P(xB = x). This can be done by iterating
through all (xA,xB ) pairs, calculating the difference xA−xB , and assigning P(x = xA−xB )
in the stochastic layer of R to be equal to the sum of all P(xA)*P(xB ) from the stochastic
layers of A and B, summed across all those pairs that have difference equal to x24. Then,
we project from stochastic layer to categorical in the usual way (L1-to-L3 in section 5.2.2.
Now, the categories will effectively be "A bigger than B", "A the same as B", "A smaller
than B" for sizes, or "A to the left of B", "A under B" and so on for positions.

Thus, whenever such relative terms across two SI MPLE_OB JEC T s need to be eval-
uated, one can create an OB JEC T _REL AT ION and evaluate the right properties in the
above way. This has been demonstrated for simple cases in our implementation.

23In terms of the structures described in chapter 5, such an extension requires some modifications that
however can be sustained within the proposed framework: for example, in order to extend to F3 the cate-
gorical layer cannot be fed only by the stochastic layer of a single object anymore, but has to be fed by the
stochastic layers of other objects too.

24For example: in order to calculate the probability of the difference being equal to 5, I take all pairs
(xA ,xB ) that have xA −xB = 5, and sum up their probability products P(xA)*P(xB ).
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Now the question arises: if the two SI MPLE_OB JEC T s exist, we can use the above
method. What can we do if we need to service an inform statement that involves object
creation through a relative term, such as: "There is a red one at the left of the blue one"?

In that case: assume object A exists (the blue one). Create object B (the red one),
as well as an OB JEC T _REL AT ION R. Run the processes Words-to-L3 and then L3-to-
L125 for R: project "at the left of" as a category to a distribution on position differences
for A and B. Finally, now on the basis of known P(xA = x) (encoded in the stochas-
tic layer of SI MPLE_OB JEC T A) as well as known P(xA − xB = x) (stochastic layer of
OB JEC T _REL AT ION R), calculate the unknown P(xB = x), through a process similar
to the one described above (take all relevant pairs etc.).

Similarily, one can deal with "There is a red one that is bigger than the blue one" etc.
Thus, we have seen a way to service relative term-based descriptions. Now, we will

ask the question: even augmented with relative terms, how realistic are our spatial se-
mantics? They seem to be enough for simple table-top tasks with Ripley the Robot.
However, for a more empirical-data-driven approach, the interested reader can refer
to [Regier and Carlson2001]. Such models, dealing with non-symmetrical objects that
are not viewed as point masses, could also be incorporated in our framework in the fu-
ture.

8.3.4 Similarity of situations

Any successful attempt towards generalization from specific instances to others, re-
quires some measures of "similarity" or "distance" across situations. Also, different as-
pects of situations need to contribute more in such measures, depending on the pur-
pose of the measure. The multiple levels of information encoded in the situation type
proposed in this thesis enable the creation of a number of different such measures, de-
pending on the purpose.

Let us try to be more explicit through an example. Imagine that a robot is learning
to take appropriate actions given a situation, by observing a human’s actions when he is
exposed to a situation. For example, imagine that whenever a human sees a red object
and a green object on a table, he puts the red object in a position where it is to the left,
and touching, the green object. The robot has seen some examples of initial situations,
and some examples of the subsequent actions of the human. Now, suppose that the
robot is faced with a new situation. How can the robot decide whether the new situation
is similar enough to the initial situations of the examples it saw, in order for it to be
appropriate for taking an analogous action? How should it match the roles of objects in
the situations it saw to objects in the new situation?

Let us suppose that we assign three roles to the objects partaking in the situations:
the "ToBeMoved" role (T-role, for the red one in the examples),
the "LandMark" role (L-role, for the green one in the examples),
and the "Indifferent" role (I-role, for all other objects that might have co-existed with

the green and red ones in the examples).

25see section 5.2.2.
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Here, the multiple levels of information, enable multiple hypothesis to be generated
and tested. For example: what is important for an object to be assigned the T-role? First,
it might be the unique identity of the object (not any red object will do, but only one
specific red object might have played the T-role in all examples). Second, it might a
specific property of the object (its color, its position), considered up to multiple levels of
granularity: at the linguistic discriminability level (where two different shades of "red"
count as being the same), or at the continuous or stochastic level (where deterministic or
probabilistic distances count) etc. Third, it might be a relation of the object in question
with other objects (for example: the object that has the property of being on the left of
another and on the right of another).

Thus, we can assign distance/similarity measures, and generate and test hypothesis
along all these levels, which are represented readily in the GSM. Of course, the combi-
natorial explosion of the matching problem is not solved in this way; however, notice
that in most cases, at least for the role of cooperative helping hand robot like Ripley, sit-
uations consist of a small number of objects, so the problem remains tractable. Even
when this is not the case, as is often the case in the real world, the relevant objects and
objectifications are explicitly or implicitly introduced in the beginning of the demon-
stration, and clarifying questions can always be asked - and thus what has to be taken
into account is partially explicated.

Now, having briefly discussed similarity across situations, and matching / assigning
roles in situations, let us move to another aspect of situations: enumerability.

8.3.5 The Enumerability of Situations

In this section, we will consider the possibility of enhumerating all possible situations
for a given GSM and a given number of objects. By doing so, we will be able to trans-
fer from the domain of words to the domain of integers - and thus meanings of words
can effectively be made to correspond to statements about integers, such as divisibility,
remainders and so on. Finally, the metaphor of language as a "camera" performing pro-
jective transformations on situations will be briefly introduced, together with a discus-
sion of the implicit transmission of the speaker’s "viewpoint" when performing partial
descriptions.

First of all, consider the contents of the categorical layer at a single moment. These
are essentially a set of discrete 1-D distributions corresponding to each object / relation,
one distribution per property. Still, they contain more information than is lexicalized:
as explained in the "inquirer" of section 6.4, a decision tree chooses between a set of
different lexicalisations, such as: "red" / "most probably red" / "either red or green" / "I
have no idea" - which is depicted in figure 6-11. At this level, after we have thrown away
the specifics of each categorical distribution and kept only the information necessary
for lexicalization, the set of possible states of the world becomes enumerable - and fur-
thermore, for the case of a fixed pre-known number of objects/relations inhabiting the
situation, it also becomes) finite. For example, consider a toy-GSM with two objects (O1

and O2), each of which has two properties (size and color), each of which has two cate-
gories (small/large and white/black), and where only three gradations of uncertainty are
distinguished ("white" / "probably white" / "I have no idea"). This situation can only be
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in one of the following possible states:

{O1 ∈ {"smal l","pr obabl y small ","noi dea","pr obabl yl ar g e","l ar g e"}×
{"whi te","pr obabl y whi te","noi dea","pr obabl ybl ack","bl ack"}}×

{O2 ∈ {"smal l","pr obabl y small ","noi dea","pr obabl yl ar g e","l ar g e"}×
{"whi te","pr obabl y whi te","noi dea","pr obabl ybl ack","bl ack"}}

Thus, language can only distinguish between 5x5x5x5 = 625 such situations, a finite
result. If we allow n objects, this figure will become 25 to the n-th power, still finite. Thus,
even for possible infinite n, we still can enumerate uniquely the resulting situations (i.e.
bring them into a 1-1 correspondance with the integers). This can be done easily be
assigning a unique "serial number" to each possible situation in the following way:

Let (Si z(Oi ), Col (Oi )) be the state vector of each object, where:

Si z(Oi ) =



0 ("smal l")
1 ("pr obabl y small ")
2 ("noi dea")
3 ("pr obabl yl ar g e")
4 ("l ar g e")

Col (Oi ) =



0 (i f "whi te")
1 (i f "pr obabl y whi te")
2 (i f "noi dea")
3 (i f "pr obabl ybl ack")
4 (i f "bl ack")

Let the integer state of each object be:

St (Oi ) =
{

5 ·Col (Oi )+Si z(Oi )+1 (∃Oi )
0 (other wi se)

And finally, let: Ser i al Number (Si tuati on) = 2St (O1) ·3St (O2) ·5St (O3) ·7St (O4) · ...
(I.e. the primes to the power of the state of each object Oi .)
Thus, even in the unspecified number of objects case, one can always enumerate the

possible situations, distinguishing them up to the level that language does. One can also
do a similar trick for the case of events, and enumerate them too.

But what is the utility of such an enumeration? First, it provides a very compact
representation of the states of situations or sequences of states. Second, let us try to
examine how words correspond with the serial numbers that represent the situations:

(Let S be the serial number of the situation).

"Is the first object certainly black?"

translates to the statement:
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In the prime decomposition of S (abbreviation: pd(S)), is the power of the first prime
(i.e. 2) minus one such that the integer part of itself divided by 5 is equal to 4?

More generally:

"Does the i-th object have Siz = j and Col = k"

becomes:

In pd(S) is the (power of the i-th prime) minus one such, that:
- the remainder of itself divided by 5 is equal to j, and

- the integer part of itself divided by 5 is equal to k?

Thus, under the viewpoint of serial numbers of situations, each property "partitions"
the situations, with one partition corresponding to each category. For example, consider
the set of situations with maximally 2 objects. We can partition them according to the
size of the first object: the 625 become 5 groups of 125 situations. Similarily, we can
partition them according to the size of the second: a different partition of 5 groups of
125. We can now also view the statement: "one object is black" in that way: here, we get
a dichotomiser - there are 9/25*625=225 cases where the statement holds and another
400 where it does not.

Thus, in this new viewpoint, we have the following correspondances:
- Statements about the situation (example: "one object is small") become dichotomis-

ers (a set of situations where the statement holds and a set of situations where it does
not)

- Each property (example: size) partitions the situations into n parts, where n is the
number of category-certainty combinations for that property

- Each property category-certainty combination (example: "probably small") selects
one of the above partitions, and unites the remaining partitions, thus forming a di-
chotomiser

- A description consisting of a string of category-certainty adjectives (example: "small
black"), corresponds to the intersection of the dichotomisers that correspond to each of
the adjectives

Language as a camera

In this sense, language is similar to a "camera projection" of situations. A camera pro-
jection exposes a single "view" of the 3D world, providing only partial information about
it, which is dependent on the view taken. The projective transformation is not invertible
- and only through a series of multiple views can one uniquely reconstruct 3D reality
from 2D views. Now consider each question such as: "What color is it?" as a view. Only
through multiple views such as "What color is it?" / "What size is it?" and so on can we
reach finest-grained specificity26 about the situation. Else, we only have information up
to a "co-set".

26Up to the level offered by language.
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Also, every time that we are offering a partial description of a situation, such as:
"there was a red ball and a blue square on the table", we are also informing the hearer
about our (conscious or not) choice of viewpoint: here, the speaker’s "language camera"
took a viewpoint through which only color and shape were visible - size was ignored.
Many times, this not explicitly transmitted information (the "language camera" view-
point) might be even more interesting and useful than the explicit semantics of the utter-
ance - such viewpoints can offer an insight on aspects of the personality of the speaker
on the long turn, or more practically and in the short term, on his current goal (what he
has decided to mark linguistically shows me what he has noticed, which shows me what
he is looking for, which tells me why he might be looking for this - what he might want
to do).

Thus, we have seen how one can enumerate situations and assign "serial numbers"
to them, and how statements and words then resolve to partitions / sets of integers,
properties of integers etc. We will not explore this direction further in this thesis - this
was just a diversion towards an area that might or might not become fruitful. Finally,
in the light of our discussion, we introduced the metaphor of "language as a camera",
and talked about the implicit transfer of the speaker’s "viewpoint" through his choice of
partial descriptions.

8.4 Logic, Ontologies

8.4.1 Bridging the categorical layer with FOPC

In our proposal, the categorical layer contents as well as the event structures contain
the information that is directly connected to language. Most traditional NLP systems,
usually represent meaning using FOPC (First Order Predicate Calculus) statements, such
as:

∃i ,e, w, t : I S A(w, Movi ng )∧Mover (w,Ob j ect1)∧ Inter valO f (w, i )∧
EndPoi nt (i ,e)∧Member O f (i , Now)

The above statement would roughly translate to: "Object1 is moving". The ques-
tion that naturally arises is: is there a way to translate the information contained in the
GSM to such a representation using FOPC, in order to take advantage of existing algo-
rithms / code bases? Let us discuss translation from FOPC back and forth to categorical
layer / event contents. In the previous section we have shown that situations and events
become enumerable, if we decide to quantize the gradations of uncertainty (create cat-
egories), in the manner that natural language does. Thus, at that level, where situations
become totally discretised, we can try to translate to FOPC and back. We just need to
write translation rules, to translate between situations and FOPC, and between events
and FOPC. Then, we will be able to effectively do:

Objects O1("small", "no idea") and O2("probably large", "black")
⇐⇒

(equivalent FOPC statement)
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Event(type = started moving, participant1 = agent1object2(="Ripley’s hand"),
participant2 = none, start_time = 5, end_time = none )

⇐⇒
(equivalent FOPC statement)

Of course, doing so is not trivial. One needs to make a number of design choices,
including how to express gradations of certainty in FOPC, how to encode beliefs (for
embedded GSMs) in FOPC, what type of temporal logic to use etc. However, this is a
well studied subject, and the interested reader will be able to find many useful sources.
For example chapter 14 of [Jurafsky and Martin2000] provides a short introduction, and
also contains descriptions of many useful standard algorithms that operate on FOPC se-
mantic representations, and can thus be combined with GSM’s through this translation.

8.4.2 Grounding ontologies

In the first chapter, while discussing the shortcoming of current NLP approaches to-
wards meaning, we mentioned semantic networks such as "wordnet" [Fellbaum1998],
which can also be viewed as a special type of an "ontology". The question now arises: in-
deed, when a semantic net is left on its own, any definition of meaning within it becomes
circular. But what if we are able to "ground out" to some external meaning space some of
its nodes? Could there be any use to such a system? It turns out, that there can. And ac-
tually on the way to doing so, another question arises: It seems feasible to ground out the
nodes (vertices). But what about the existence of the relations (edges) then? After all, all
the information that is encoded in wordnet, is contained on the connectivity of nodes to
edges, not on nodes on their own - thus, in order to have something to gain from word-
net, after having grounded some nodes, we need to somehow "translate" the edges into
something that can inform us about the meaning space of the nodes. Thus, it turns out
that we effectively need to "ground the edges", i.e. ground relationships such as IS-A,
HAS-A and so on, in order to have something to gain from "grounded ontologies". Some
more early thoughts on this interesting diversion can be found in [Mavridis2006a].

8.5 Stance X and its relation to GSMs

8.5.1 Embodiment and GSMs

Two important questions that we have not touched upon explicitly yet are the following:
Q1) where is the "body" within the GSM proposal? And Q2) how easy is it to move across
bodies? Let us try to briefly address these important questions here.

So, let us first deal with the first question: where is the body within the GSM pro-
posal? We propose that it appears in at least three different ways (look at figure 8-5):

First, the actual physical body appears directly in the physical / informational bound-
ary between the agent’s mind and the physical world - i.e. the red areas of figure 8-5,
which reflect in the models M1 (ExternalReality-to-Sensor model) and M2 (Action-to-
ExternalReality model) as defined in chapter 3.
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Figure 8-5: The body within the GSM-based Agent Model: the actual physical body (red), the
representation of the body within the situation model (yellow), areas heavily influenced by the
specifics of the body (orange).

Second, a description of the physical body of the self appears within the situation
model type, which is used for both past, present, as well as future situation descriptions
- the yellow areas of figure 8-5. (see AGE N T body in section 5.1.1).

Third, there are some areas of the agent model that are heavily influenced by the
specifics of the body of the agent: for example, the action list (R5), the first stages of the
sensor-to-situationmodel process (P1) as well as the last stages of the action selection
process (P5) (see chapter 3. These areas are marked with orange in figure 8-5.

Now, having answered the question of where the body appears within the GSM pro-
posal, let us turn to the second question: how difficult is it to change embodiments?
The answer to the previous question can be illuminating. When changing a body (i.e.
changing the red area - effectively also M1 and M2), we must also: First, change the phys-
ical model of the body which resides within the situation model (yellow area). Second,
change the action list R5, the last stages of the action selection process P5 (to comply
with the new action list), and the first stages of the sensor-to-situation model process P1
(to comply with the specifics of the new sensors) - i.e. change the orange areas.

Thus, we reach two conclusions: First, in order to quickly plug-and-play with a GSM
library, any physical body should come together with an accompanying "body customiza-
tion" software package, which should include: a model of itself to be placed within the
situation model, an action list, and gluing stages for P1 and P5. Optionally, this software
package can also include models M1 and M2 for theoretical purposes or for ToM of oth-
ers with the same body. The second conclusion is: there can be significant reusability of
GSM designs and parts irrespective of the body, as long as we have accompanying "body
customization" packages for different embodiments.
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Figure 8-6: A snapshot from SHRDLU’s operation

8.5.2 SHRDLU and GSMs

Many more technically oriented visitors, when exposed to a system like Ripley, often get
reminded of a milestone system in the history of AI, that had the weird-sounding name
"SHRDLU". SHRDLU is a program for understanding natural language, written by Terry
Winograd at the M.I.T. Artificial Intelligence Laboratory in 1968-70. SHRDLU carried on
a simple dialog with a human user through a teletype, about a virtual world of idealized
objects shown on an early display screen. The important question now becomes: in
what ways is the GSM proposal different or similar to SHRDLU?

The most important difference should be obvious: SHRDLU exists in a virtual world,
while the GSM-based Ripley exists in the real world. This difference has a number of
very important consequences: First, in SHRDLU’s virtual world, there is no need for
sensing; the contents of the world are continuously and totally accessible at the ob-
ject and property level; i.e. there is no ExternalReality-to-SituationModel process (see
section 3.2.1) in our terms - no complications with vision, segmentation, property ex-
traction and the such. The Situation Model IS the only Reality in SHRDLU’s case - and
this reality is totally accessible and not partially hidden or noisy or only partially vis-
ible at the time. Then, we can easily strip off the stochastic layer (section 4.2.2) from
a situation model from SHRDLU - we just need continuous and categorical. We can
also strip off all the "objecter"-related (section 6.4) object permanence code - the om-
niscient "eye" of SHRDLU knows all objects with their unique IDs, and they will never
disappear from sight. Furthermore, there is no concept of "sensory expectation" and
verification of sensory expectation - it can never be the case that reality does not match
its estimate (the situation model), because reality IS the situation model. Also, there
is no learning whatsoever of semantics of words; "red" is not attached to any sensory
space semantics through examples, "pick up" is never taught by demonstration. Thus,
there is no "imagination" in the sense used in this document too - no arbitrary recombi-
nation of sensory-derived elements (section 8.2.5), no sensory expectation formed that
can be verified or disproved27. Finally, to close a small part of a non-exhaustive list of

27On the positive side for SHRDLU, it contains a planning system that is also able to attribute causes
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differences, actions in SHRDLU always have their predicted effects - another major sim-
plification, and SHRDLU’s model of the world does not contain the user or the self and
does not have embedded models.

When it comes to the similarities, some are obvious too: both perform some sort of
"understanding" of natural language and engage in dialogue with the user about a world
(virtual in SHRDLU vs. real in RIPLEY). In both cases, one can see visualizations of the
beliefs of the system about the state of the world through a 3D rendering. Both systems
keep sequences of events and so on. But apart from such generic similarities, we have
seen that the differences are indeed numerous and great. SHRDLU was an amazing sys-
tem in its times; but in order to get to the next level, and build SCAs in real environments,
we believe the GSM proposal is crucial.

8.5.3 Observer-only sensory meaning spaces and GSMs

Here, we will consider the following question: Is there an important qualitative differ-
ence between systems that rely on observer-only sensory meaning spaces, such as the
video event grounding system presented in [Siskind2003], and systems that are both ob-
servers and actors, such as the GSM-based Ripley robot?

First, one must note that in systems such as [Siskind2003], we are in one respect
one level closer to Ripley than SHRDLU was: we are not in a purely virtual world any-
more, but we are actually processing video input coming from the real world28. How-
ever, we cannot act on the real world; just see. Some of the consequences of this dif-
ference include the following: First, our sensory expectations are more accurately just
temporal predictions: we do not expect to sense X if we do Y (as we cannot do any-
thing but wait), but we can only expect to sense X after waiting for time t. Thus, we
are never learning input-output models; just input-after-time-t models. Second, gen-
erally systems like [Siskind2003] usually assume continuous (even if partial) visibility of
objects; thus, a part of the need for object permanence (the part which arises because
of the movements of the "eye" of the robot), does not exist anymore. Third, we usually
can never acquire the first-person meaning of motor verbs: for example, we can only
perceive events related to other-person objects "moving" or "falling" - as the camera is
static, there is no experience of first-person "moving", "falling" etc. However, aside from
these limitations, there exist observer-only systems that have reached amazing results
within their space of capabilities - most notably, the highly elegant and sophisticated
approach of [Siskind2003] and its continuation in Siskind’s later work.

8.5.4 Procedural semantics and GSMs

One viewpoint that is often taken when one discusses the meaning of words that are
comprehended by an AI system, is that of procedural semantics - in the words of Terry
Winograd, the creator of the historical SHRDLU system:

to actions, and talk about them, which Ripley doesn’t. However, as will be discussed in section 9.1.5, this
would be a straightforward extension for Ripley.

28Which is more clearly the case in Siskind’s later work.
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One of the basic viewpoints underlying the model is that all language use can be
thought of as a way of activating procedures within the hearer. We can think of an ut-
terance as a program - one that indirectly causes a set of operations to be carried out
within the hearer’s cognitive system.

This viewpoint, if translated to a GSM-based design such as our implementation of
Ripley, reduces to:

Q: What is the meaning of words for Ripley?
A: The meaning of a heard utterance can be identified as the sum of the processes

that will be initiated when it has been received by the system (a procedural semantics
view). These processes are in turn also determined by the current state of the system,
and are thus in turn determined by its structure, its training, and the recent heard ut-
terances ("legomena") and perceived events ("symvanta"). Thus, words are connected
indirectly to the world, through these processes, the central hub of which is the mental
model of the situation (i.e. the Grounded Situation Model - GSM).

Although the above might be a truthful statement, it is not very helpful in terms of
deriving models of meaning. One can try to enlist the processes that are elicited when
specific words are included in an utterance, but due to the dependency on the coexis-
tence of other words in the utterance and also on the current state, the answers that one
would get will become giant branching-structures with lists of processes, that might not
be so informative, and thus although this path exists it has not been followed here.

8.5.5 A proposal for Empirically Sound Semantics

Another path that can be followed towards devising a theory of semantics, is the decom-
position of the meaning of a generic action into "production conditions" and "recep-
tion effects" - which creates the possibility of generic empirically derivable semantics
through the long-term observation of agents that are just acting and interacting. This
approach I introduced in [Mavridis2005d]. Let us first see what the approach is, and
then how it relates to other models of semantics and to the GSM proposal.

What is the "meaning" of an action, which is not necessarily a communicative ac-
tion? First, what is a solely communicative action? Here I will adopt the view that a
solely communicative action is one that has negligible direct physical effects - the ef-
fects it accomplishes are always mediated through others. For example, saying "open
the window" has negligible direct physical effects: some air molecules moved. However,
the indirect human-mediated effects might be substantial: the hearer might open the
window. Thus, the action of saying "open the window" is a solely communicative action
by the above definition. On the other hand, the action of me physically opening the win-
dow with my hands (and not saying "open the window") is not a solely communicative
action. Of course, there almost always is informational content to any action; somebody
observing it might gain information from it, for example he might understand that I am
feeling hot; also, I might have used it as a secret sign - but nevertheless, there is a direct
physical effect too - thus, opening the window, is not a solely communicative action29

29Note that as mentioned above, any action, even the ones that conform to the above definition of being
"solely communicative" has a physical effect too - when I say "open the window" I am creating sound
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Before we tackle a proposal for the meaning of a generic action, let’s see how classi-
cal semantic theories tackle the meaning of utterances. A brief glance through seman-
tics theories for spoken languages will expose many varieties: "realist" semantics trying
to associate words with things in an objective external world, "mentalist" versions as-
sociating words with mental states, third-realm proposals such as Frege’s etc. Most of
them have at least one thing in common: they pre-suppose a model that is pretty much
language like, and they connect for example the word "Nick" with an externally exist-
ing entity that is called "Nick". Thus, we presuppose a language-like meaning space, in
order to assign meanings to it. But how can we have minimal assumptions about the
meanings of signs? If my friends and I create a secret code of signs, and we only use it
within the context of a specific plan, and it happens that although I can try to explain the
meaning of the signs using natural language, they only have a within-plan meaning that
would better be described for example mathematically, then the assumption of natural
language as a good language for describing meanings of signs does not hold anymore.
And anyway, in many cases (as in the robot language learning case), as we have seen
before, we cannot presuppose the existence of a human interpreter reading the descrip-
tions of the meanings of the signs in natural language. Thus, the problem remains: How
can I get empirical models of the meanings of signs, that would not resolve to natural
language statements, and which can be acquired by pure observation of a set of agents
that act and interact over a period of time? Let us unpack thus question, and get some
more precise requirements for what should be considered a satisfactory answer:

The central question is:

What is a meaningful definition of the "meaning" of an action, which definition fulfills
the following three requirements?

R1) It is empirically sound. Meanings defined in this way should be estimatable in a
computational manner, on the basis of external observations of a set of agents
acting and possibly interacting. Note that this is in total contrast to the way most
current semantic theories construct meanings: they rely on the manual encod-
ing of meanings - meanings are usually just written down by human semanticists,
after they have introspected on what they think the meaning of a word should be.

R2) The meanings should not be defined on the basis of a set of predefined high-level
natural-language "concepts". For example, we should define meaning like a tra-
ditional semanticist - we should not be satisfied by saying that the meaning of the
utterance "John ate the pizza" in model-theoretic semantics or FOPC is concerned
with the individual "John", the object "pizza", and the action of "eating" which
are supposed to be well-defined notions (which notions, by the way, only humans
can understand - and not machines, and also humans often without agreement
among them). Rather, the meaning should be defined in terms of an agreed upon

waves etc. Thus, as an alternative definition, instead of requiring "negligible" physical effects in the above
definition, one could require it to have no intended physical effect - and in this way the definition becomes
relative to the actor’s intentions, which might or might not serve as a good definition, depending on our
purpose of use of the term "solely communicative".
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description of externally observable states of the world, which world is modelled
in some non-language like model (for example, a physical model).

R3) The meaning should contain both a internal/mental as well as an external/physical
part. Of course, the actual content of both of these parts depends on our clearly
explicated choice of models: we first choose a "mind model", then we choose a
"world model", then we observe actions and interaction of agents, which we de-
scribe in terms of the "world model", and then we can estimate "meanings" in
terms of either the conjectured "mental component" of them (how they connect
with mental states, given the assumed mind model and how it connects to the
world) or the directly observable "physical component" of them.

In order to tackle this problem, I will here try to take a stance that is simplistic but
which I believe to be concrete and most importantly empirically sound, which I have
introduced in [Mavridis2005d]. The "meaning" of each action will consist of three parts:
"production conditions", "direct physical effects", and "reception effects". Solely commu-
nicative actions (which can be viewed as signs) have no direct physical effects - thus they
are bipartite. Production conditions are those internal states of the producing agent that
will lead to the sign. Of course, these correlate with the sensory history that the agent
has been exposed to so far. On the other hand, reception effects are the changes in ac-
tion production in the future, compared to the actions that the agent would produce if
he had not received the sign30.

Production conditions

Thus, whether the sign is produced at a given instant depends on two things: the part of
external reality in the temporal interval between the agent’s birth and the possible pro-
duction of the same that has been accessible to the agent, and the innate specifics of the
agent himself. I.e. in folk terms: whether the sign is produced depends on the character
of the producer, as well as what he has experienced so far. I.e. the sign always funda-
mentally signifies something about external reality in the past, and usually the recent
past, and in particular the way that local external reality has affected the producer. For
example, when I see the train coming I might say to you: "The train is coming". When I
tell you: "Please give me the pen" conventionally (and usually) this means that the cur-
rent situation has made me desire it, I have seen that you are a helpful person, and I have
decided to try to exploit the social affordance that you present to me31

30One can also talk about the changes in the probability distributions of these actions.
31Notice that here we are not excluding the possibility of lies or unconventional language generation -

for example, due to some abnormality in the speaker’s brain. But still, even in that cases, the sign does
tell us something about the speaker’s mental state primarily, and secondarily, about the state of exter-
nal reality. Production conditions for a given action are not required to be universal across individuals
(agents producing the sign/action), and thus in our definition given later, we define ProductionCondi-
tions(sign,agent) at a given time.
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(a)

(b)

Figure 8-7: Production Conditions (A) and Reception Effects (B): Production Conditions as a
dichotomizer on mental states that result to the production of the sign (and consequently also
dichotomizing the world states that caused the mental states), Reception Effects in terms of the
change of future actions given the reception of the sign, as compared to not having received the
sign
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Reception effects

On the other hand, the overt part of the reception effects will unfold in the future, when
the receiving agent modifies his actions due to the fact that he has received the sign.
The modified action effects will again reflect in external reality, that will be changed (or
unchanged) due to the modified actions. Thus, the reception effects will show, during
sometime in the future, when my behavior will be changed due to the fact that I have
received the sign. For example, after I hear: "the last tower has been taken", I might
initially produce no covert effects. But later, when I will be questioned: "was the last
tower taken?" I will answer: "Yes, it was" instead of "I don’t know", which is what I might
have answered if I never received the sign. Thus, the reception of the sign has modified
by subsequent behavior. Of course, received signs only carry the potential for doing so;
I might have never been asked in the future, and never used this information. Then, the
actual reception effects differ from the potential reception effects.

Of course, from one viewpoint, we are not saying something extremely deep: of
course the causes of a communicative action have to lie in the past, of course something
in the local external reality through the agent’s filter has caused the sign. And of course
the consequences of receiving the sign have to lie in the future, and of course they will
amount to something in the local external reality, and will depend on who the recipient
is. But this externalized spatiotemporal locality as well as the producer/receiver depen-
dence gives us a clear theoretical view, which can even be exploited statistically:

Meaning(given sign, at a given instant)
=

Production Conditions, Reception Effects across all agents

Production Conditions(sign, agent)
=

Which of all possible past experiences will make this agent produce the sign, which
past experiences will always ultimately ground out to states of external reality

=
A classifier on all pasts, which dichotomizes them to those that will result to the

production of the sign, and those that won’t

Reception Effects(sign, agent)
=

How will the receiving agent’s behavior be modified for all possible futures, which will
in turn further constrain all subsequent futures (states of external reality) after the

agent’s actions
=

A further constraint on all possible futures after the reception of the sign

Translation to the visuo-motor language

But how does this translate to a visuo-motor language that consists of physical actions
too, like the one proposed in [Guerra-Filho et al.2005]? Let us see. The meaning of an
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action from the producer’s end will be the production conditions of the action, i.e. the
information that the action carries about the past as experienced by the actor. Thus, on
the one hand, for an external observer, every observed action "summarizes" the past as
experienced by the actor. The other half of the meaning, from the recipient’s end, will be
the constraint on all possible futures after the reception of the sign. Thus, on the other
hand, again for an external observer, every action that is known to have been received
(noticed) by a recipient helps predict the future.

And this is the total meaning of the observation from H1 of the performance of an
action by H2 that was noticed by H3: If H1 is ideally positioned outside as an observer
incapable of action, the observed action carries information about the past as experi-
enced by H2 and the future as it shall be affected by H3. Of course, one might argue,
when I see somebody performing an action, I might be able to tell what he’s going to do
next: but this is a secondary consequence, and it depends on the purposeful coherence
of the actor’s action language. Indeed, after the actor produced the action he might be-
come irrational or amnesic and interrupt his meaningful action discourse. The primary
information carried by the sign resolves to external reality and consists of the two parts
given above:

information about the past as seen through H2, and information about the future as
affected by H3.

And this seems to be a strongly anchored definition of "meaning", although at first
sight impractical. However, given the usually small spatio-temporal windows, in many
cases it can be quite applicable. Small-scale experiments using agents in simulated en-
vironments have been devised, and more are underway.

Recap

Thus, in the "production conditions" / "reception effects" framework for action seman-
tics that I have introduced, every performed action says something about the past, and
every action that has been noticed by somebody can act as a predictor of the future for
somebody else that knows that the other party noticed. This is the primary meaning of
an action, and of course there exist secondary extensions. And that being so, actions
always carry information towards knowing the past and predicting the future - and this
information is their natural semantics (primary meaning)32.

Empirically sound semantics and GSMs

So, how does this all fit with the GSM proposal? Empirical semantics can definitely be
used as a theoretical tool to talk about GSM-based systems, and also in order to do some
human-mediated analysis. But, how about a robot trying to acquire empirical semantics
by observing two humans interacting or a human and another robot? Within the above
framework, this would be theoretically viable. However, they are some practical difficul-
ties that make it difficult at this stage and for an adequate subset of language. The simple
simulation-based examples of acquisition of empirical semantics assume very simple

32Through physical law, and through the physical / social chain reactions caused by an action, we can
also have further effects: but this are modeled here as chain effects, i.e. secondary meaning.
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environments (blockworlds), and very simple minds of agents: just stimulus-response
(level-0 in the terms of chapter 2) organisms. When the environments becomes more
complex, and the organisms starts to have extensive and structured internal state, such
as is the case on the GSM-based Ripley the Robot, the toy techniques that are used in
blockworlds are in desperate need of not-so-obviously-derived extensions. And the via-
bility of such extensions has not been researched yet.

8.5.6 The intentional stance and GSMs

In GSMs, through the use of embedded GSMs, we are trying to estimate the contents
of other agent’s GSMs. The question thus follows: how do we know that other agent
possess GSMs? Even more fundamentally, how can we know whether another agent
posseses any sort of internal representation, or any sort of a belief?

The philosopher Daniel Dennett has offered the following answer to this question,
which he has called the "intentional stance" toward an entity that is thought of as pos-
sessing a belief. According to the "intentional stance", ascribing a "mental" object such
as a "belief" or a "desire" to an entity, is just a calculative device that enables predic-
tion of the entity’s behavior. Thus, "beliefs" and "desires" are just hidden variables that
play a role in our models of the behavior of others - they might not correlate with any
actual physically existing "carrier" of their contents - but still, might be very useful as
components of our models of others.

In the GSM proposal, in the case of other agents, we postulate a "mental" part, which
includes an embedded GSM, among possibly other things. In the simplest case - as a first
approximation of the mental part of others (as we commented in the AGE N T MIND
paragraphs of section 5.1.1), this embedded GSM has both the same structure, the same
contents, and is fed through vision / language in the same way as the main GSM - i.e. we
assume that other agents share the same belief contents with us, and they carve out the
world in the same way. As a second approximation, one can still assume the same struc-
ture as well as feeding process, but now assume different contents due to the different
position of the sensors etc., and at a higher level one can even start postulating different
structures (ways to carve out the world), different feeding processes etc., and we saw
some of the qualitative ways of difference in section 3.2.2. How does all this relate to the
intentional stance? It is actually in obvious agreement with this stance. By postulating
embedded GSMs containing estimates of the "mental" part of others, we are not mak-
ing any claims about the actual physical existence of such a part; furthermore, by giving
freedom of choice in the structure and feeding process of the embedded GSMs, we are
clearly in accordance with the view that the mental part contents, including beliefs and
desires, are merely a calculating device for predicting behaviors of others. Thus, at least
in this respect, the GSM proposal is in agreement with Dennett’s "intentional stance".

8.5.7 The homunculus attack and GSMs

The layman’s description of the GSM as a "theatrical stage" in the robot’s mind quite
often attracts a classical philosophical attack against it - the so called "homunculus"
attack. That attack goes as follows:
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If you say that there is a "theatre" in the agent’s mind where things happen, who is
watching that theatre? Thus, your explanation depends on the existence of some
kind of a magical miniature man inside the agent’s mind - a homunculus (in Latin).
Of course, this cannot be the case; thus, there’s something absurd with your model.
Or else, if you say that no, there might be another agent in there watching, and this
other agent too has a "theatre" in his own mind, and so on - the a never-ending in-
finite regress follows - again, absurd. So, there cannot be a "theatre" in the agent’s
head - this whole GSM proposal is faulty.

Fortunately, the attack can be easily repulsed. Here, we are not supposing any un-
specified "actors" or "viewers" in the "theatre of the mind"; instead, we have been very
explicit in specifying exactly what processes will read and write the GSM contents, and
how they will do so (section 5.2.2). The fact that we can externally visualize the contents
of the GSM, peeking into the robot’s head, is not essential and does not change any-
thing. The play will go on without us, and without any other supposed internal viewer
- except for the carefully detailed processes that do the reading and writing of the GSM.
Thus, there is no need for any "homunculus" in the robot’s head, even more so for one
that contains yet another homunculus inside it and so on, and this superficial attack is
quickly repulsed.

8.5.8 Perceptual Symbol Systems and GSMs

Lawrence Barsalou in [Barsalou1999] proposes an elaborate and interesting precompu-
tational framework for a perceptual theory of knowledge, developed in the context of
cognitive science and neuroscience. He sharply contrasts his proposal with amodal
symbolic theories, which have become dominant in cognition during the last decades.
The main elements of his theory are what he terms "simulators", which produce simula-
tions of perceptual components that are extracted from experience and stored in mem-
ory. The conceptual system that is derived from these simulators is claimed to support
type representation, categorization, production of categorical inferences, productivity,
propositions, and abstract concepts - thus, a fully functional conceptual system is im-
plemented. The question now arises: what is the relationship of Barsalou’s proposal
with GSMs?

First of all, notice that Barsalou is concerned with human cognition, while the GSM
proposal is focused towards artificial SCAs. Second, there is a difference in the explicit-
ness of the theory: Barsalou’s proposal is a pre-computational framework, while GSMs
are a fully specified computational theory. Third, let us ask: are GSMs an amodal sym-
bolic theory or a perceptual theory of knowledge? The answer is that GSMs are indeed
amodal, but they are not exclusively symbolic - they also contain the continuous and
stochastic layer. Thus, in a sense they do belong to the "opposite team" of modal per-
ceptual symbols, but are not the typical amodal propositional logic member of it. Also,
they do overcome many of the problems of the typical amodal theories - let us for exam-
ple visit the problems of amodal theories that Barsalou enlists in [Barsalou1999]:

Lack of empirical and neuroscientific evidence: As the GSM proposal is an AI proposal
for building SCAs, and does not openly claim cognitive plausibility, the cited lack
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of such evidence from humans is not a problem - GSMs have clearly demonstrated
plausibility on Ripley the Robot.

No satisfactory account of transduction process: That is, of the process that maps per-
ceptual states into amodal symbols. But this process is actually completely speci-
fied within the GSM proposal - so this problem does not apply anymore.

No satisfactory account of the symbol grounding problem: That is, of the process that
maps amodal symbols into perceptual stated. But this process is also actually
completely specified within the GSM proposal - it consists of the process that cre-
ates sensory expectations, and the processes that matches and verifies sensory
expectations, effectively giving a predictive component to the grounding cycle. So
again, this problem does not apply anymore.

No satisfactory account of how an amodal system implements comprehension in the ab-
sence of physical referents: Well, this is exactly the case of receiving an "inform"
statement within the GSM proposal, such as the statement: "Imagine a small blue
object at the left". The physical referent may or might not exist and match, but the
comprehension consists in producing relevant sensory expectations for it which
are in principle testable and possibly verifiable in the future.

Mediating perceptual representation make amodal representations unnecessary: As long
as Barsalou’s theory has not been explicated computationally and implemented
in a real-world system (while GSMs have), the argument that mediating percep-
tual representations make amodal representation redundant is not prohibitive -
we have no hard proof yet that we can do it all just by using perceptual represen-
tations without any use of amodal representation.

Thus, it seems that although GSMs still arguably belong to the "amodal" side, the
cited problems do not apply. Nevertheless, Barsalou’s proposal is quite tempting and
really wide in scope, and it would be interesting to see real computational implemen-
tations of it in the future, and then recompare with GSMs, and rejudge similarities /
differences as well as advantages / disadvantages. It is also interesting to note that in
Barsalou’s answer to the responses of others to [Barsalou1999], he concludes with:

"The way I see it, three basic approaches to knowledge exist in modern cognitive sci-
ence and neuroscience: (1) classic representational approaches based on amodal
symbols, (2) statistical and dynamical approaches such as connectionism and neu-
ral nets, and (3) embodied approaches such as classical empiricism, cognitive lin-
guistics, and situated action . . . I believe that each of these approaches has dis-
covered something fundamentally important about human knowledge, which the
other two have not . . . What I have tried to do in formulating perceptual symbol
systems is to integrate the positive contributions of all three approaches. Regard-
less of whether my particular formulation succeeds, I predict that whatever ap-
proach ultimately does succeed will similarly attempt to integrate representation,
statistical processing, and embodiment"
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And the above seems to be a statement that is indeed pretty close to the spirit of the
GSM approach. Of course, the GSM proposal puts heavier emphasis on the first two
of the above components. Most importantly, the GSM proposal does not attempt re-
enactment of modality-specific sensory experiences as part of its operation. In more
detail: In the current implementation of the GSM proposal on Ripley, there exist fixed
"sensory bridges" that update specific properties of specific objects through information
coming in from one or more pre-specified modalities. For example, the human face po-
sition is updated through face detector information coming through the visual stream,
the robot’s pose is updated through proprioceptive information coming through the
proprioceptive stream, the table object position is coming through another substream
of the visual stream, or again there also exists a possibility for language-based updated of
these property etc. However, some combinations are prohibited: for example, currently
we cannot get robot body position info through vision, due to inadequacy of the vision
system. If we wanted to get closest to Barsalou’s proposal, we would have to move away
from the idea of modality-independent (amodal) object "properties" that can be fed
through multiple modalities as we do here, and push the results of imagination further
towards the senses: when imagining a situation, instead of filling up the three amodal
layers describing object properties, the system should fill up the modality-specific rep-
resentations that exist at the sensory end of the "sensory bridges" (and not the modality-
independent three property layers that exist at the property end of the "sensory bridges"
- as said before).

Thus, we have discussed some claims, as well as some similarities and differences
between the GSM proposal and Perceptual Symbol Systems. Although numerous dif-
ferences exist, there are also many similarities in spirit and purpose; and in my opinion,
there might be much to be mutually gained from further interaction of GSMs with Barsa-
lou’s ideas in the future.

8.5.9 Marvin Minsky and GSMs

Marvin Minsky has unarguably been one of the most prominent figures in the history
of Artifical Intelligence, and his views have often helped shape the field throughout its
history. Here, we will try to see in what ways some of his views relate with our proposal
- some relevant to the issue of Internal Models and some to the Hierarchy of Multiple
Representations:

In the celebrated "Society of Mind" [Minsky1988] provides some brief but very suc-
cessfully directed points in his brief discussion of internal models.

First, he offers a double-sided definition of knowledge - one behavioral, and one rep-
resentational :

D1: "When Jack says, "Mary knows geometry", this indicates to us that Jack would prob-
ably be satisfied by Mary’s answers to the questions about geometry that he would be
disposed to ask" (p.301 of [Minsky1988]) [a behavioral definition - internally held knowl-
edge can only be verified when demonstrated through appropriate responses to the ap-
propriate stimuli (not only the right answers, but the right demonstrations that might
be comprised by motor actions too), and also knowledge is not absolute but observer
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dependent]

D2: "Jack knows about A" means that there is a "model" M of A inside Jack’s head. (p.303
of [Minsky1988]) [a representational definition - knowing relies on the existence of some
internal not directly observable structure]

Then, by combining D1 and D2, he offers a utilitarian measure for the goodness of a
mental model:

Jack considers M to be a good model of A to the extent that he finds M useful for an-
swering questions about A. (p.303 of [Minsky1988]) [again, this can easily be extended
to: to the extent that he finds M useful for some purpose that serves his goals or the goals
of life]

Second, having introduced "mental models" (roughly as "things in the head" M that
help us answer questions about other things A, usually outside the head), he introduces
"mental models of people" (which in the terminology of this thesis are agent models of
humans), as well as "self-models". Then, he introduces "world models" (in his defini-
tion, "all the structures in Mary’s head that Mary’s agencies can use to answer questions
about things in the world" p.304 of [Minsky1988]), and illustrates the nesting of models
within models (Mary’s model of herself within her model of the world, Mary’s model of
her model of the world within her model of the world etc.). He quickly hints at stopping
at some depth as some measure against possible infinite regress in multiply embedded
models (no explicit stopping criterion given though). And finally, he points out the rough
bi-partite nature of "mental models of people", which consist of two parts: "model of
the body" (physical realm) and "model of the mind" (mental realm) (in his words: "This
means that Mary’s model of her model of herself will have an overall dumbbell shape,
one side of which represents the physical self, the other side of which represents the
psychological self").

In Marvin’s more recent "Emotion Machine" [Minsky2006], there is explicit discus-
sion of the importance of the existence of a hierarchy of heterogeneous representations.
In Marvin’s words (chapter 8 of the Emotion Machine):

"The sections above have briefly described several kinds of structures that we could
use to represent various types of knowledge. However, each of these representation
types has its own virtues and deficiencies-so each of them may need some other con-
nections through which they can exploit some of the other types of representations.
This suggests that our brains need some larger-scale organization for interconnecting
our multiple ways to represent knowledge."

Minsky’s suggestion of a possible hierarchy includes many types of heterogeneous
representations: some symbolic (narrative stories, trans-frames etc.), some numeric
(neural networks etc.).

Now, having briefly considered some relevant views of Marvin, let us see how many
aspects of the GSM proposal are related to his views:
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Both mental and physical realm in agent models

First, the bi-partitiness of agent models (physical and mental realm) is found in our pro-
posal too. In this document, it is actually derived from the first GSM desideratum, i.e.
the "situation model structure that is implied by natural languages"33. Furthermore, in
our proposal the two parts are augmented with a third part: the interface, connecting
the two, as described in the paragraph AGE N T INTERFACE of section 5.1.134.

World models, models of others, models of self

Also, what we term Grounded Situation Model, is a part of Minsky’s "world model", and
also contains embedded GSM’s, which are essentially what Minsky would call "mental
realm of the mental models of other people that are contained within the world model".

When is internal representation good?

Furthermore, Minsky’s utilitarian measure of goodness of GSM’s as extended in the pre-
ceeding paragraphs is essentially a succinct expression of one of the main results of our
discussion on "why internal representation arises?" in chapter 235

SCA evaluation through tests

Finally, our proposal for evaluation of SCA’s through psychological tests such as the to-
ken test, is reminiscent of his behavioral criterion of knowledge (D1).

Having seen all of the above points of agreement, below we discuss another point
that Minsky makes (verbalization of gradations of uncertainty) that has also been con-
sidered in our GSM proposal (description of the "inquirer" module in section 6.4), but
where our current practical implementations choices differ.

Gradations of uncertainty

Regarding verbalization of gradations of uncertainty, Minsky proposes that they are ac-
tually verbalized as (p.302 of [Minsky1988]):

"The red object is on the table", "I think the red object is on the table", "I believe that
the red block is on the table"

This is quite different than the verbalization approach taken here ("most probably,
probably, etc." in figure 6-11). Our approach is indeed more unnatural in terms of actu-
ally spoken language, and the semantics attached to "most probably" are more scientific
and normative instead of being empirically derived. However, it should not be difficult

33In essence, the bi-partiteness arises from the "folk psychology" implied by natural languages - which
might have slight differences across natural languages and cultures, however in most of them this bipar-
titeness is clearly manifested.

34Which is essential from a practical viewpoint in using the agent models for mind reading, as com-
mented upon.

35Not our extension, but the original Minsky measure, one can derive by replacing the "goal hierarchy
of life" with the more specialized goal of the "perfect answerer".
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to change and retune the decision tree used here in order for it to accord with Minsky’s
proposal, if desired.

Aren’t GSMs a single-agent proposal?

Furthermore, one might ask: But isn’t the GSM proposal, which seems like a mono-
lithic single-agent AI proposal, totally contrary to Minsky’s "pandaemonium", which is
a multi-agent model of intelligence? At first sight it seems so, however this is not com-
pletely the case. First, notice that although a GSM-based agent externally appears as a
single agent, in a real-world implementation multiple agent-like entities might reside
within the modules proposed. Also, notice that one can easily relax the strictly mod-
ular view taken here, and enable some limited "illegal" connectivity among modules,
while keeping pretty much the same overall clusters of concentration. And thus, we are
not that far away from Minsky’s "pandaemonium"; it is just a more ordered society of
daemons in our case, with prescribed territories, and no direct access to actions and
effectors for all of them.

Multiple levels of representations

Finally, but most importantly, the GSM proposal is very much in agreement with the
need of multiple levels of representations that Minsky insists so much upon. The three-
layered design which is at the heart of the GSM addresses exactly this need: to bridge the
stochastic, with the continuous, and the symbolic. When one views the different repre-
sentations that exist within the GSM, he finds many analogies to Minsky’s hierarchy: our
sequences of events when translated to FOPC are similar to his "narrative stories", our
property lists are similar to his "frames", the predictive part of our proposal could con-
tain "trans-frames", and our stochastic-to-categorical classifiers could easily be "neural
networks". Indeed, there is a deeply shared belief with Marvin that a huge reason behind
the shortcomings of current systems was their insistence on using one type of represen-
tation universally - usually either connectionist or symbolic.

8.6 Recap

In this chapter, we considered a variety of subjects related to semantics, grounding, AI
and philosophy of mind, in light of the GSM proposal. Many tangents towards a wider
view were given, as well as directions for extensions (some of which to be explicitly con-
sidered in the next chapter on future extensions), arguments against possible classical
attacks against the proposal, and discussions of the relevance of ideas found elsewhere
with our proposal.

The overall organization of this chapter consisted of five large blocks (each assigned
to a section):

Block 1: Language grounding, Situated language (8.1)
We discussed meaning spaces, speech as sensing / acting, grounding the whole of

language, and levels of detachment from the "here-and-now".
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Block 2: Abstract entities, Imaginary situations (8.2)
We discussed the primary existence of abstract entities, implications by the GSM

proposal, the representation of abstract entities within GSMs, inform speech acts vs.
imagine statements, ab-initio creation, and the possibility of "pure imagination".

Block 3: Semantics, Situations (8.3)
We discussed semantics of adjectives and verbs and extensions through successive

approximations, comparative adjectives and spatial semantics, and the similarity and
enumerability of situations.

Block 4: Logic, Ontologies (8.4)
We discussed the bridging of GSMs with logical representations, and the grounding

of ontologies.

Block 5: Stance X and its relation to GSMs (8.5)
We discussed embodiment, SHRDLU, observer-only systems, and procedural se-

mantics in light of GSMs. Then, we gave a proposal for "empirically sound semantics",
and discussed the intentional stance, the homonculus attack, as well as Lawrence Barsa-
lou’s and Marvin Minsky’s views in light of the GSM proposal.

Now, having reflected on all of the above important topics on the basis of the GSM pro-
posal and the implemented system, we will try to look towards the future and ask: "what
lies ahead?" by discussing possible shorter and longer-term future extensions. We will
also try to show how much leverage the existing proposal provides towards these exten-
sions, making them much easier to achieve as compared to starting from scratch, and
providing ease of integration in a well-organized system.
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Chapter 9

Future Extensions, Contributions and
Significance

Having discussed theoretical implications of the GSM proposal in the previous chapter,
we will now move on to the final chapter of this thesis, and discuss future extensions in
section 9.1, specifically consider the conjectured SCA prerequisites of intention recog-
nition and activity coordination in 9.2, and close with a conclusion, restating the con-
tributions of this thesis, discussing their significance, and ending with an epimetron in
9.3.

9.1 Longer-term extensions

First of all, let me start with a generic positive comment that I hope will be supported
through this section: The basic GSM architecture is not only customizable, but also have
proved to be easily expandable in various directions. As we shall see, the current pro-
posal provides significant leverage towards all the directions of extension that we will
consider; if one tried to pursue these directions without the existing GSM proposal as a
basis, he would have not only to rebuild a significant amount, but also, he would end up
with a one-sided system that would not afford easy integration of different extensions.
But together with this comment, an open question remains: do we expect this architec-
ture to scale to more behavioral capabilities easily, or can one easily foresee obstacles or
exponentially-increasing barriers for future growth? In the following sections, I will try
to provide evidence for the generic comment, and also a discussion of the crucial open
question, which we will both revisit in soon section 9.1.11. But before that, let us first
start by briefly listing some directions for immediately applicable short- to mid-term
extensions:

X1) Better Visual Abilities:
X1.1 Richer shapes & shape recognition
X1.2 Active sensing
X1.3 Richer spatial relations (containment, support, etc.)
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X2) Better Tactile Abilities:
X2.1 Soft/Hard, texture, and temperature sensing
X2.2 Shape by touch

X3) Better support for Mind Reading / Embedded situation models:
X3.1 Eye gaze direction
X3.2 Absence/presence of humans, face recognition, multiple speakers
X3.3 Extend recognition of human-related events
X3.4 Keep history of interactions w each human

X4) Better Language subsystem:
X4.1 Online naming of objects and agents
X4.2 Conditional execution of actions
X4.3 More systematic treatment of vocabulary, speech acts, descriptions etc.
X4.4 Extend inform speech act handling for story understanding / future anticipation

X5) Mixed motor/speech planning, explicit goals, inference, affective state
X5.1 Translate categorical layer to FOPC
X5.2 Perform simple inference on the basis of translated categorical layer
X5.3 Perform situational commonsense knowledge acquisition
X5.4 Devise goal representations and perform simple planning
X5.5 Perform online collaborative planning / action coordination
X5.6 Introduce affective state for the robot fed through goal satisfaction, novelty etc.
X5.7 Introduce affective state for the human fed through expression recognition etc.
X5.8 Affective learning for the robot by observation of human affective responses

X6) Core GSM enhancements
X6.1 Extend basic GSM operations: attentional focusing etc.
X6.2 Better memory subsystem: Consolidation, long-term experience acquisition
X6.3 Incorporate more results from cognitive science research

X7) Integrated Online learning
X7.1 Integrate online learning of adjectives, verbs & params with normal operation
X7.2 Online learning of tasks and situationally-appropriate actions

X8) Passing Landmark tests / Evaluations
X8.1 Pass all of the "Token test" with professional testgiver
X8.2 Perform simple story understanding tests
X8.3 Perform cooperative assembly task tests
X8.4 Perform extensive tests through the levels described in section 7.2

X9) Standardisation / Open Sourcing / Design tools
X9.1 Open Source a generic library of basic GSM representations and processes
X9.2 Build design tools for semi-automated CAD of GSM-based SCAs
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X9.3 Build an affordable educational GSM-based robot (One Robot Per Child)

X10) Theoretical
X10.1 Alignment of Situation Models
X10.2 Empirically Sound Semantics

One can observe that the ten extension directions listed above roughly proceed from the
sensory domains (X1-3: object vision, tactile, human activity) to the cognitive-affective
(X3-6: embedded situation models, language, plans / goals / affect, memory), then move
to the real-world operation and design (X7-9: online learning, evaluation, design), and
finally close with theoretical reflections (X10). One should also observe that although the
directions are generally independent, some prerequisite relations among them exist (for
example: X5.5 depends on X5.4, X3.3 and so on). Also, one should notice that some of
these directions have already been partially explored in our implemented system, and
also other systems.

Now let us try to consider these directions in more detail, granting a subsection to
each major direction:

9.1.1 Better Visual Abilities (X1)

One can aim towards enabling the system to handle richer representations of object
shapes, acquired through multiple views, integrated in an active vision framework. Richer
shape capabilities will enable the incorporation of richer spatial relations, such as con-
tainment and support, which in turn figure prominently in natural language semantics.

X1.1) Richer shapes & shape recognition

As mentioned in the "visor" paragraph of section 6.4, a simple voxelized 3D shape model
acquisition system that generates the models on the basis of multiple views of an object
is already operational on Ripley, yet has not been tied to language yet. However, many
possibilities for extension of the current system exist: The current method is somewhat
crude, and suffers from lots of redundant computations, errors, and non-consideration
of helpful constraints arising from the nature of multiple-view geometry. Thus, more
advanced methods can be tried out in the future - any standard textbook such as [Hart-
ley and Zisserman2000] can provide useful insights. A better segmenter would also
be required for handling more complicated cases. Regarding shape recognition, some
crude methods have been tested out in matlab for the output derived from the voxelized
method described above. These methods involve canonicalisation transformations to
provide translation and scale invariance, and then comparison to some "archetypical"
voxelized prototypes for spheres, cylinders and rectangles. More advanced methods
could easily be employed. Furthermore, the current method suffers from the poor posi-
tion / pose reachability of Ripley due to his mechanical design1; thus, an adequate set of
views can only be taken for objects positioned near the center of the table2. As a general

1See comment in section 6.1 and document ??.
2See also ??.
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comment, the voxel-based shape representation has on the one hand been found to be
simple to handle, but on the other hand is not necessarily optimal - many other shape
representations might prove more useful in the future3.

X1.2) Active sensing

As can be seen in figure 6-8 (chapter 6), our current vision system is basically a long
pipeline, continuously feeding through anything that reaches the camera to the visor
for comparison with the current state of the situation model. However, this "continuous
feedthrough" approach has two inherent disadvantages: first, a lot of computational
power is wasted, and second, it is cognitively unplausible. Humans generally don’t per-
ceive everything that comes to their eyes, and two types of motivations determine what
they will notice: bottom-up (percept-driven) as well as top-down (goal-driven). For an
example of bottom-up motivations, one can have a look at models of visual salience
(that can also sometimes predict human saccades), such as [Itti et al.1998]4. For an
example of top-down motivations, one can have a look at classic examples of goal-
influenced change-blindness in the cognitive science literature [Simons and Rensink2005].

In order to change the current sensory system from "continuous feedthrough" to
"active on-demand sensing", one should first decide upon a set of basic sensory pro-
cessing primitives, that will become available as actions to be chosen by a planner or
some other action-selection subsystem (see extension X5.4 later in this chapter). Re-
garding the choice of suitable primitives, one can have a look at the visual primitives
chosen at [Ullman1996], [Rao2002], and one could also look at [Breazeal and Scassel-
lati1999].

X1.3) Richer spatial relations (containment, support etc.)

Given a better vision system and 3D shape representation capabilities (or otherwise),
one could attempt to recognize and represent the notion of containment ("the ball is in
the cup"), support ("the cup is on the square") etc. in some form. The notions of con-
tainment and support are not only particularly important from a practical viewpoint,
but also from a theoretical: through a spatial-to-temporal analogy, one could also cover
temporal containment, and connect the semantics of "in" with those of "while", for
example: "The red one appeared while my head was moving" will then be able to be
metaphorically visualized in a single moment, through the objectification of the events
(two objects, one for the event "the red one appeared", and the other for the event "my
head moving"), and the spatial containment of one object within the other.

3See for example ??.
4An implementation of which has been already created for Ripley, albeit is not fully functionally con-

nected yet.
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9.1.2 Better Tactile Abilities (X2)

X2.1) Soft/Hard, texture, and temperature sensing

The current touch sensors do not allow anything better than a discrimination between
"something gripped" and "nothing in gripper". However, one could equip the robotic
gripper with better sensors, that would enable hardness, texture, as well as temperature
measurements, effectively grounding out the meanings of "soft", "rough", and "hot" (for
example) to a sensory space.

X2.2) Shape by touch

Given a different gripper5, one could try to measure normal vectors at different points
of an object, and thus effectively acquire shape-by-touch. This capability would in turn
many enable interesting experiments; for example, in cross-sensory alignment (aligning
vision with touch), cross-sensory informational conflicts (see ’imaginer’ section in 6.4)
etc.

9.1.3 Better support for Mind Reading / Embedded situation models
(X3)

X3.1) Eye gaze direction

Eye gaze direction recognition would enable one to play with interesting misalignments
between the contents of the robot’s situation model, and the estimated situation model
of the human. For example, the human might look away for a while, or have access
to a part of the table that the robot does not, and so on. As commented upon previ-
ously in (AGE N T MIND paragraph in section 5.1.1), such misalignments could moti-
vate hearer-specific description generation, or the purposeful issuing of inform speech
acts in a planning framework.

X3.2) Absence/presence of humans, face recognition, multiple speakers

Currently, there is an inherent assumption that a human is always present somewhere
around the table of Ripley, and the human head is just moved around whenever it is
seen. One could extend this in many ways: by allowing the absence / moving away
of the human, by enabling multiple humans whose identity is recognized through face
recognition to interact with Ripley either one at a time or being all together around the
table and so on. Many interesting behaviors can then be experimented upon.

X3.3) Extend recognition of human-related events

Currently, Ripley can parse events corresponding to movements of the human head and
hand, and touching events where the human touches an object. These can be extended
to a much wider set of human-related events and human-object interaction events.

5such as three-fingered gripper with precise force sensors.
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As commented upon before in 6.2.2, recognition of human-object interactions is im-
mensely important for coordinated execution of plans (also see X5.5 later) etc. Also, one
could try using a whole-body tracker of humans for future humanoid robots6.

X3.4) Keep history of interactions w each human

It has been found that in general, humans get bored when interacting with robots in the
long term - see for example [Ishiguro et al.2006]. But why is human-human interaction
not boring in the long term while human-robot interaction currently is? One can imag-
ine a number of reasons: first, the robot’s behavioral/conversational repertoire is usu-
ally very limited. Second, and quite importantly, robots currently do not keep histories
of their interactions with particular humans - and does do not have shared memories
and experiences with them, which could form an interesting topic for discussion and
consideration, and which could possibly increase the bonding between the human and
the robot tremendously. Given extensions X3.2, X3.3, and X6.1, one could experiment in
this direction and empirically try to justify the above claim - that when robot and human
share common experiences and memories their bonding will increase7.

9.1.4 Better Language subsystem (X4)

X4.1) Online naming of objects and agents

Currently, body parts have fixed names, and apart from the personal pronouns, the hu-
man and the robot have no given names. It should be quite straightforward to extend
the current system to support "declaration" speech acts (name-giving actions) such as:
"Let’s call the blue one Mickey, and the other Mini. Where was Mini when Mickey left?"
Furthermore, having X3.2, one could also experiment with greetings and introductions:
"Hi! My name is Nicholas" or "Hello Nicholas!"

X4.2) Conditional execution of actions

Currently, Ripley can only handle requests for immediate actions. One could foresee the
quite useful possibility of extending temporal referents to the future, in order to sup-
port the execution of conditional actions, such as: "When the red one appears, pick it
up!", "When I move my head, touch the green one!" As such commands are part of the
fifth part of the "Token Test", one method to achieve support of these statements is de-
scribed in the quasi-minimal design that passes the Token Test which is derived in detail
in [Mavridis2005c].

6Extending to human-like bodies is a very interesting endeavour on its own, and although many com-
plications arise, for example because of the complexity of motor control, it is amazing to note how much
more effective the human-machine coupling can be become, because humans automatically empathize
and read human traits in the machine, just because it looks much more human-like. See for example
some of the amazing research of Hiroshi Ishiguro’s on androids / geminoids [Ishiguro and Minato2005],
or David Hanson’s robots [Hanson et al.2005] and imagine a day when such natural-looking artificial bod-
ies will be habitated by more advanced minds.

7See also [Bickmore2003].
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X4.3) More systematic treatment of vocabulary, speech acts, descriptions etc.

Glancing through the current set of behavioral capabilities of Ripley (appendix A), in-
stantly reveals that the current supported vocabulary as well as the supported verbal-
ization methods are not extensive. For example, although there is support for several
types of wh-questions (such as "where", "how big", "what color"), there is no support
for "which" questions, such as: "which object is at the left?". The capacity for answering
"which" questions might require the generation of (possibly hearer-dependent - utiliz-
ing the embedded GSM) uniquely-specifying object descriptions, such as: "the small red
one", or similarly temporal descriptions for "when" questions. Many such directions
for extension exist. Furthermore, the systematicity, parametrisation (and consequently
learnability) of both the present language comprehension as well as present language
generation subsystems can be very much improved. This would also enable an easier
migration towards extension areas X5 and X7.

X4.4) Extend inform speech act handling for story understanding / future anticipation

Currently, the only type of inform speech acts can be serviced contain information about
the present situation: "there is a blue one at the left", and cannot include temporal se-
quencing information, which would enable them to expand to the past / future or to
imagined "stories" consisting of sequences of events, such as:

"One day, I saw John. Then a blue ball appeared. Then John asked me to pick up the
blue ball. I picked up the ball. After a while, a red ball appeared. It started moving . . . "

These past / future / imaginary sequences of events could be later queried through
questions, integrated with current experiences, or be anticipated.

X4.5) Richer semantic models

As discussed in relevant sections of chapter 8, the semantic models currently employed
in the Ripley implementation are just a first approximation to potentially much richer
models. Such extension proposals were discussed specifically at the sections: "Succes-
sive approximations of meaning models" (section 8.3.2), "Comparative adjectives and
spatial semantics" (section 8.3.3), and more generally at the "Grounding the whole of
language" section 8.1.3. As a suggested first step, one could extend/integrate the com-
parative adjectives proposal.

9.1.5 Mixed motor/speech planning, explicit goals, inference, affec-
tive state (X5)

Currently, as commented upon before, Ripley’s action selection system is effectively
equivalent to a (stimulus, GSM context)-to-response table. An obvious next step would
be to experiment with multi-step ahead action planners, as well as partial planning (in
the sense of [Bratman1987]), and move all the way to real-time cooperative planning /
action execution together with the human user. Simple affective states for the robot,
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resulting from the outcomes of previous actions, and/or modulating future action se-
lection might also be introduced. Furthermore, sensing of the human’s affective8 state
would enable interesting interactions. As a simple example: if the human is displeased
from an action of the robot, the robot could acknowledge that and offer to undo the
previous action.

X5.1) Translate categorical layer to FOPC

The first step towards planning and inference, would be the translation of the GSM cat-
egorical layer contents as well as events to some form of FOPC (First Order Predicate
Calculus) sentences, as commented upon is section 8.4.1.

X5.2) Perform simple inference on the basis of translated categorical layer

Having implemented some form of X5.1, one can then try to implement some inference
engine operating on the derived sentences. This would also enable the answering of a
wider set of questions, whose answer would depend on the inferential results.

X5.3) Perform situational commonsense knowledge acquisition

By noticing empirical regularities arising in the experienced situations (for example, that
banana-shaped objects are usually yellow, or that before an object stops moving, it has
to be moving for a while), one can try to conjecture the existence of such empirical laws,
and entertain them as pieces of commonsense knowledge if they are found to generally
hold. It is worth stressing here that these laws do not arise out of any form of logical
necessity - there could exist environments where they do not hold. On the contrary,
they arise out of empirical / statistical evidence9.

X5.4) Devise goal representations and perform simple planning

Once we can describe situations and event sequences in FOPC, we can also try to de-
scribe goal-states using first order logic sentences. Then, we can try to move from the
current situation to a situation that satisfies the goal description by selecting a set of ac-
tions - through a multitude of planning approaches, some of which were discussed in
chapter 2. Furthermore, in the case of SCAs, there are two species of actions available to
the assistant: motor actions as well as speech actions. Then, some form of mixed mo-
tor/speech act planning can take place, in the vein of approaches such as [Appelt1985].
For a look at some of the underlying principles of mixed speech/motor act planning, and
the use of embedded GSM’s, the reader can look back at the section entitled "Unifying
Speech with Sensing and Acting" (section: 8.1.2).

For a quick illustration of some basic ideas involved in this endeavour, consider the
following: If the robot can estimate the state of the human user’s knowledge, and can

8For an extensive discussion of the importance and possibilities of affective computing, the interested
reader is referred to [Picard1997].

9Which in turn, arises also because of what Whitman Richards calls the existence of "natural modes"
in the world: tight clusters of highly correlated properties (see for example [Bobick and Richards1986]).
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also predict the effect his utterances will have on the human’s knowledge, then he can
select among possible utterances through a homeostatic stance. So: On the one hand: a
physical action affects the properties of an object in the robot’s mental model (reflecting
the outside world). On the other: for example, an "informative" speech act affects the
properties of an object in the human’s mental model, an estimate of which is included
in the robot’s representation of the human agent, i.e. in the robot’s mental model. Thus:
in the same way that planning can be used to stack three blocks on a table through the
robot’s physical actions, it can now be used to get the robot to make the human know
that there are three objects on the table even if the human cannot see them. Further-
more, for example: Planning can be used to issue commands to the human in order get
him to assist the robot in the object stacking task and vice versa.

X5.5) Perform online collaborative planning / action coordination

Collaborating humans plan together, and often re-plan and negotiate during the exe-
cution of their plans. Achieving collaborative planning between humans and SCA’s, re-
quires step X5.4, plus a number of further capabilities.

For a quick illustration of some basic ideas involved in this endeavour, consider the
following: Through a common knowledge of goals, mutual mindreading, and the knowl-
edge of the effects of both physical and speech actions (assuming a collaborative part-
ner), we can get the robot to collaborate with the human in a task in a natural manner.

X5.6) Introduce affective state for the robot, fed through goal satisfaction, novelty etc.

One could envision the implementation of simple frustration, satisfaction as well as
amazement variables, which are fed through events such as: unsuccessful completion of
current action or goal, non-fulfillment of sensory expectations or detection of novel ob-
jects etc. The current values of these variables could in turn promote/demote behaviors,
by altering utilities in a utility-based planner or otherwise.

X5.7) Introduce affective state for the human, fed through expression recognition etc.

By enhancing Ripley’s vision system through augmentation with a subsystem such as
ESP10, one could try to read human affective state through facial expressions. This could
in turn drive behavioral alterations for the robot: for example, actions that keep the
human happy or interested should be promoted etc., or during learning sessions the
robot might use apparent user satisfaction or confusion for feedback and so on. Some
key affects whose recognition would be very useful are agreement, disagreement, and
interest.

X5.8) Affective learning for the robot by observation of human affective responses

Also, the robot could try to "tune" its own affective subsystem with the human’s: by
observing the effect of the outcome of human actions or of novel experiences to the

10For more information, see the relevant page of the affective computing group of the MIT Media Lab at
http://affect.media.mit.edu/projectpages/esp/.
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human’s affective state, it could try to mimic these event-to-affect responses for its own
affective model. For example, if unsuccessful handling of an object leads to frustration
to the human user, then the robot could learn to be frustrated too in similar situations.
Furthermore, apart from learning the (situation, goal)-to-affect map (for example: learn
when to be happy by observing when humans are happy), the robot can also try to learn
the second part of the process, i.e. the (affect, situation)-to-action map as observed by
humans (i.e. learn how to behave when it is happy by observing the behavior of humans
while they are happy)11.

9.1.6 GSM enhancements (X6)

X6.1) Better memory subsystem: Consolidation, long-term experience acquisition

As commented upon in section 5.2.3, the robot’s episodic memory is currently just a flat,
ever-increasing storage space of moments and events. This creates overflow after several
hours of operation, and is of course a cognitively implausible simplification. One could
start structuring the episodic memory into compartments, by separating recent from
long-term storage, and one could even have consolidation processes operating during
idle periods of the robot ("sleeping"), that try to parse through old memories, throw out
/ compress unnecessary moments, find regularities that had existed etc. Also, one could
impose some "associative" structures in the long term store, enabling quicker access of
components of moments and events through a mesh of relations, leading to associative
chains among the components.

X6.2) Extend basic GSM operations with attentional focus etc.

Apart from the standard update / matching process devised and implemented already
(see sections 5.2 and 6.4), several other elementary processes can be proposed for the
GSM. Consider the operation of "focusing", which in different variants has been pro-
posed in the cognitive science literature [Grosz and Sidner.1986]. For example, when the
robot is helping out in an assembly task, the GSM might be filled with data describing
the current situation: the bricks, the human, the human’s beliefs etc. Given a command
to "move the red brick", the GSM’s focus might change, bringing that particular brick
under the spotlight. Subsequent cognitive operations will give higher preference to the
recently focused areas. Also, given a perceived event, for example the human moving
the green brick, the focus might follow. The role of such attentional foci has been major
in experiments dealing with story understanding etc.

X6.3) Incorporate more results from cognitive science research

Many more results from the cognitive science regarding human situation models could
be incorporated within the proposed model - for example, ideas about the five proto-

11In analogy to the move from situationally appropriate speech to purposeful speech, the robot could,
after having learnt when to display situationally appropriate affect, to also learn how to use the display of
its affective state in a purposeful manner, as operators in plans.
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typical dimensions etc12.

9.1.7 Integrated Online learning (X7)

X7.1) Integrate online learning of adjectives, verbs & other params with normal oper-
ation

Currently, in order to change the meanings of adjectives and verbs for Ripley, the human
user should stop its normal operational mode, and hand-edit (through training data or
otherwise) the categorical classifiers and event classifiers (see section 8.3.1). One could
envision the integration of learning with the normal operation of the robot - in such a
case, a human "teacher" would be allowed to manipulate the external world in order
to provide "training samples" in order to tune the robot’s categorical classifiers, event
classifiers, as well as other parameters. For example, the human might point towards
an object, and say: "this is red" and so on13. This could even allow the robot to have
user-specific preferences for the meanings of adjectives (what Nick calls red might be
different than what John calls red). Furthermore, one could envision devising a learn-
ing procedure, through which the robot incrementally learns a wider set of parameters,
effectively "aligning" its situation model with the human’s (as discussed in section 3.2).
The notion of active learning should also prove important in such attempts, i.e. moving
the robot from the role of the pure observer of a presentation to an active learner that
selects examples and asks questions.

X7.2) Online learning of tasks and situationally-appropriate actions

Given a reasonable achievement of X3.3, the robot can try to learn tasks by observing
the human execution of the tasks. Given a suitable implementation of a situational sim-
ilarity metric, one could also try to generalize and produce situationally-appropriate ac-
tions for a wider variety of conditions, as described roughly in the "similarity of situa-
tions" section (section 8.3.4).

9.1.8 Passing Landmark tests / Evaluations (X8)

X8.1) Pass all of the "Token test" with professional test-giver

A mid-term goal would be to develop the GSM to a stage that enables the robot to
pass all five sections of the standard Token Test for Children (see section 7.4. A theo-
retical design for doing so has been derived by the author in detail, and is described
in [Mavridis2005c]. A full real-world implementation as well as an actual instance of ad-
ministration of the test to the robot by a qualified test-giver under normal conditions
remains to be done.

12For example, see: [Zwaan and Randvansky1998].
13For an example of limited online learning through examples, look at (ref:RoyToco).
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X8.2) Perform simple story understanding tests

Given X4.4 as well as other enhancements, one could envision a human-replacement
story understanding test given to the robot, in which a story is narrated to the robot, and
then questions are asked in order for it to demonstrate its understanding. The demon-
stration might also include illustration through manipulation of objects, effectively "act-
ing out" episodes from the narrated story as children often do.

X8.3) Perform cooperative assembly task tests

Given X3.3 and a reasonable degree of X5.5 or other X5 stages, one could demonstrate
human replacement in a cooperative assembly / object re-arrangement task with hu-
man and robot sharing the table.

X8.4) Perform extensive tests through the levels described in 7.2

One could quantify performance of vision, speech recognition, motor skills as isolated
subsystems, or one could measure task completion rate, human satisfaction etc. One
could also try to characterize characteristics of the "transfer function" between external
reality and internal situation model: position errors, time delays etc.

9.1.9 Standardization / Open Sourcing / Design tools (X9)

This is a very important area for extensions. The real value of the GSM proposal will be
exposed only if many different designers of SCAs use it and extend it, and the best way
to get people to start using these ideas is by providing an open-source implementation
of some core components that will save them time and effort when building SCAs.

X9.1) Open Source a generic library of basic GSM representations and processes

This is a mid-term goal, that could easily be accomplished given sufficient manpower
within less than a year. The C++ classes for three-layered GSMs that already exist for the
case of Ripley, should be cleaned-up, generalized, and packaged in a distributable form.

X9.2) Build design tools for semi-automated computer-aided design of GSM-based
SCAs

Apart from the manual method for designing SCAs described in section D.4, one could
envision a graphical SCA-development environment, which pretty much in the same
way a CAD program enables easy re-use of components from a library, would speed up
the development of novel SCAs tremendously. In a sense, this could be some form of
a GSM-based extension of products under development, such as Microsoft’s Robotics
Studio. Of course, the adoption of X9.1 from a community of users seems like a natural
prerequisite for such an extension.
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X9.3) Build an affordable educational robot on the basis of GSMs (One Robot Per Child)

This would use easy-to-use and learn versions of both X9.1 and X9.2, and utilize cheap
hardware - such as a $100 laptop14 and a $100 robotic arm with vision.

9.1.10 Theoretical (X10)

X10.1) Alignment of Situation Models

The general discussion of section 3.2, can be further extended, refined, and reach a level
of maturity that will allow implementions.

X10.2) Empirically Sound Semantics

The definitions and approach described in section 8.5.5, can be applied to toy problems
in simulation, as well as more realistic cases, and also current semantic theories can be
explicitly positioned in the framework of this section as well as the general framework of
chapter 2.

9.1.11 Extensibility and Scalability

Now, let us return to the generic comment made in the opening paragraph of this sec-
tion, and to the crucial open question. First, the generic comment: is the GSM archi-
tecture indeed easily expandable? Did it provide significant leverage for the extensions?
Most of the extensions described above, can be easily accommodated within the pro-
posed framework, and furthermore, their implementation can be foreseen to be quite
straightforward, through incremental augmentations of the existing system. In that
sense we believe that the generic positive comment indeed holds: the GSM architecture
is expandable and provides significant leverage for all these directions of extension.

But now, the difficult open question remains: How much of this will indeed scale, and
up to where? This has to be seen in practice. From where we stand now, it seems that
it will - one can see that most of the extensions for directions can be foreseen to have
non-trivial end results. If there are some general guidelines to be given, where hopes
for scaling can be anchored, they are the following: hierarchical learnability (relevant to
X7), and open sourcing (relevant to X9).

First, let us consider hierarchical learnability: the only way to really scale is to be able
to move from hard coding aspects of the system to empirically learning them through
teaching sessions or social interactions with normal human users (and not expert coders).
Going back and redesigning an existing system so that several aspects of it can be train-
able through teaching by normal humans might not be the ideal PhD project or demo
show-piece: in the end, the trained system might be able to exhibit only the same be-
havioral repertoire as the original hand-coded system was able to exhibit. However, as
the desired capabilities increase, only trainable systems and systems that capitalize on
their long-term experiences with users will be able to scale.

14For more information, see http://www.laptop.org/.
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Then, let us consider open sourcing: the man-power demands for the development
of the system, will also increase with time, and also an adequate user base should exist in
order to teach it and in order to gather long-term experiences. Thus, the steps described
in X9, are crucial not only due to ethical and philosophical considerations (open and
free dissimination of knowledge etc.), but also due to very practical ones: no other to
achieve a huge enough developer as well as user base can be easily foreseen.

Thus, this is I believe the most appropriate answer to the scaling question, given
where we stand: scalability will only be achieved through learnability / trainability, and
through the establishment of a big enough developer as well as user base. No hard bar-
riers can be easily foreseen from where we stand - although some classic problems at
the sensory / motor control end of things remain if we want full blown humanoid em-
bodiments in real unrestricted environments: simply - vision, speech recognition, and
walking algorithms still need to mature more, and take context and affect into account
much more than they currently do. But if we restrict ourselves to a Ripley-type em-
bodiment with pretty much controlled objects, we can still go a long way towards more
complicated language and cooperativity (X5.5) - and thus get significantly nearer to the
ideal cooperative Situated Conversational Agent.

9.2 Achieving Intention Recognition and Activity Coordi-
nation

Having come full circle and having returned to the ultimate vision of this work, namely
truly cooperative Situated Conversational Agents, let us now look back at chapter 1.2.5,
and revisit our three conjectured prerequisites for the ideal SCA, namely support for sit-
uated natural language interactions, as well as a capacity for context-dependent human
intention recognition and real-time activity coordination. We seem to be on a good path
towards the first prerequisite - a brief glance through the current behavioral repertoire as
well as the list of extensions will provide justification; but is this the case for the second
and the third too? Does the GSM proposal and the implemented system indeed provide
a solid basis for extensions towards human intention recognition and real-time activity
coordination? We believe that one feature of the GSM proposal, among many others,
acts catalytically towards the fulfillment of both of these prerequisites: the existence of
embedded situation models. Let us consider each of the prerequisites in turn.

First, consider activity coordination - this corresponds very closely to extension X5.5,
which in turn depends to a number of other extensions, such as X5.1, X5.4, X3.3 etc. In
more detail: the currently implemented system provides the way to bring the situation
context "inside" to the GSM. The current state of the objects relevant to the activity un-
der execution is being tracked; as well as the current state of the human partner, and
also his current actions and interactions with the objects (through the recognition of
human-related events, such as "human picked up x" etc.). If we translate the categori-
cal layer to FOPC (X5.1), which seems to be quite straightforward, then we can represent
goals and use standard planning algorithms (X5.4). If the robot can then dynamically re-
plan motor actions on the basis of the current state of the objects relevant to the activity,
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then we can have uncoordinated synergistic activity. If furthermore we extend planning
from motor actions to mixed speech / motor actions, and either the human or the robot
take the responsibility assigment / activity leader role, than we can start the activity by
verbally assigning responsibilities, and dynamically replan / inform the other / reassign
responsibilities throughout the execution of the activity. Of course, we have not reached
that stage yet, and many details need to be worked out, but our current system provided
significant leverage, the overall steps to be taken seem clear, and all of the above de-
scribed steps require extensions that can integrate well within the proposed framework.

Now, consider intention recognition15. As mentioned before, apart from explicit state-
ments of declaration of intention ("Now I want the dishes to be cleaned"), intention is
often silently inferred by observing actions that naturally belong to specific plans given
the situational context. For example, in the kitchen assistant task, when I see my assis-
tant looking at the tomatoes that are within my reach, I might easily have guessed that
he needs them for the salad he will prepare. What steps do we need in order to get there?
First, the observation of the actions taken by the human - extension X3.3 becomes rele-
vant. Then, the situational context, up to enough detail - covered by what we have plus
a task-specific version of X1, X2 etc. And then, a way to know how actions compose to
relevant plans and/or what are some relevant or usual plans for relevant tasks - covered
by some version of X5.4 or X5.5. Thus, once again - although we do not have perfect vis-
ibility of the path that will lead us there, we have provided significant leverage, and we
can foresee the relevant easily integrable steps towards achieving intention recognition,
i.e. the remaining prerequisite for truly cooperative Situated Conversational Assistants.

Thus, the vision of the ideal SCA, discussed in section 1.2.4, might not be as far away
as it first seemed. Now, having discussed how we could fulfill the prerequisites for truly
cooperative SCAs, we can at least see some possible pathways towards our vision, which
will become clearer the closer we approach them on the way.

9.2.1 Contributions of this Thesis

This thesis consists of a multi-part proposal for building Situation Conversational Assis-
tants (SCAs) through Grounded Situation Models (GSMs). The GSM proposal is not just
a theoretical proposal for future system - it contains explicit computational models, and
has also been implemented and evaluated on a robotic SCA. It covers motivation, def-
initions, explicit computational models, an implemented system, evaluations, design
methods, future extensions, and relations with other theories.

In more detail, it consists of several contributions, including: a theoretical motiva-
tion of GSMs, a listing of set of defining characteristics that any GSM should possess,
a computational model of the basic representations and processes comprising a GSM
specified to the level of pseudocode, a modular implementation architecture for build-
ing GSM-based SCAs, an example implemented system (Ripley the Robot), quantitative
and qualitative evaluations of the above system as well as a discussion on multi-level
evaluations of such systems, a theoretical design method for such systems and an ex-
ample of such a design, a theoretical discussion of the relation of GSMs to prominent

15For a discussion on constraints necessary for intention recognition, see [Mavridis2005a].
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theories including a proposal for empirically sound semantics, and an outline of a multi-
year research program for extensions of GSM-based SCAs.

In even more detail, the main contributions of this thesis are:

• Motivation and Requirements for Grounded Situation Models (chapters 1 and 4)
- A theoretical contribution showing how GSMs can be motivated from a variety
of open problems (shortcomings of current NLP, systematic SCA design, cogni-
tive science-inspired robots, semantics), and a specific proposal for a set of basic
defining characteristics that any GSM should possess.

• A customizable Representation, together w associated Processes (chapter 5, appendix
C) - A computational proposal for a customizable representation and a set of stan-
dard processes, specified all the way down to the level of pseudocode, which can
easily be translated to a general-purpose library that could be used on a multi-
tude of embodiments and applications of SCAs, and which also provides signifi-
cant leverage for a variety of future extensions (section 9.1).

• A modular Implementation Architecture (chapter 5) - A practical proposal for break-
ing down the implementation of a GSM-based SCA into a set of standard inter-
communicating modules.

• An Implemented System: Ripley the Robot (chapter 6) - A real world Situated Con-
versational Assistant (SCA) implemented on the embodiment of Ripley the Robot,
useful for exploring real-world complication os such systems, evaluation, and fur-
ther extensions on top of the existing software.

• Quantitative and qualitative evaluations of Ripley (chapter 7) - As well as a discus-
sion on evaluating GSM-based systems and using psychological tests which could
be used as a guideline to the multi-level evaluation of other similar systems in the
future.

• An outline of a multi-year research program for extensions of SCA-based GSMs (sec-
tion 9.1) - Providing short descriptions of more than 30 projects organized in 10 ar-
eas, all of which are heavily leveraged by the GSM proposal and the existing imple-
mentation and code, and which could potentially bring the state-of-the art of Sit-
uated Conversational Agents much closer to the ideal SCA, and provide true coop-
erativity through human-like natural language communication, intention recog-
nition, and activity coordination.

• A discussion of the relation and side-benefits of GSMs to prominent AI, cogsci, and
semantics theories - including a proposal for empirically sound semantics (chap-
ter 8) - Which provides interesting insights to a number of central questions that
belong to these areas.

Furthermore, this text also contains the following less central possible contributions:

• A rough method for designing GSM-based systems (appendix D) - That has already
demonstrated its use by deriving a quasi-minimal GSM design that can pass all of
the Token Test requirements, and which can be used for designing future systems,
given either a behavioral specification or a psychological test.
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9.2.2 Expected Significance of this Thesis

The expected significance of this thesis will be discussed here, on the basis of its already
exhibited novelties above the state-of-the-art of conversational robots, and also on the
basis of the applicability, reusability, and scalabality of the contributions to future sys-
tems (Situated Conversational Assistants). Expected significance will also be assesed in
terms of impact on theoretical aspects, and of the use of this thesis as a basis for a multi-
year research plan.

Novelties

Regarding novelties, the implemented GSM-based system (Ripley the Robot) has at least
three types of novel capabilities as compared to other conversational robots (as was dis-
cussed in more detail in section 6.5.1):

A) Imagining situations described through language:

B) Remembering and resolving temporal referents:

C) Quantifying and expressing confidence in beliefs:

Furthermore, notice that all of the cited conversational robots are far from being able
to exhibit the behavioral repertoire required for passing a human psychological test such
as the "Token Test", while as discussed in section 7.4.1 Ripley already exhibits behavior
comparable to parts of the Token Test and in some directions even surpasses the re-
quired behavioral repertoire. Furthermore, a theoretical derivation of a quasi-minimal
design for a GSM-based SCA that can pass the whole of the Token Test has already been
produced by the author, and can be found in [Mavridis2005c]. The GSM proposal has
been instrumental in attaining these novelties.

Applicability

The GSM-proposal has proved its applicability to the domain of table-top manipulator
robotic assistants, through Ripley. As discussed in section 8.5.1, and by glancing through
the future extensions listed in this chapter (section 9.1, one can foresee the possibility
of the application of the GSM proposal and also of a standardized codebase (see section
9.1.9) to many different application domains: household assistants, humanoids, intelli-
gent buildings and cars and more.

Reusability

As can be deduced from section 9.1.11, not only the general ideas of GSMs but also a
codebase and the existing implemented system (Ripley), can not only be extended in
various directions, but can also provide significant leverage towards these extensions.
Furthermore, due to the fact that changes of embodiment require only partial changes
within the GSM-based SCA (section 8.5.1), one can foresee reuse of various parts of de-
signs and code across embodiments.
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Scalability

As discussed in section 9.1.11, the question of scalability remains to be proved in prac-
tice, and the foreseen way of achieving real scaling passes through the prerequisites of
hierarchical trainability and open sourcing. I.e. scalability will only be achieved through
learnability / trainability, and through the establishment of a big enough developer as
well as user base.

Theoretical significance

This thesis brings together and interrelates ideas from traditionally somewhat disparate
areas, and attempts to provide a unifying framework for them. Aspects of semiotics,
semantics, artificial intelligence, cognitive science, philosophy and of other areas are
interwoven together. Furthermore, specific theoretical proposals are made that might
be proven to be quite fruitful in the future, such as the "Empirically Sound Semantics"
proposal in section 8.5.5.

This thesis as a basis for a multi-year research plan

A brief glance through section 9.1, will easily illuminate the possibility of the creation of
a 5-10 year research plan for the members of a laboratory team in industry or academia,
that would provide a practical pathway for bringing the vision of the creation of truly
cooperative SCAs closer to its realization.

9.3 Conclusion

We have come a very long way since the first chapter. And all the way through, we have
tried to motivate, explicate, and discuss the GSM proposal and its implications and ex-
tensions. In chapter 1, we started by introducing Situated Conversational Assistants, dis-
cussing symbol grounding, situated language and situation models, and explaining why
traditional NLP cannot "plug-and-play" in SCAs. In chapter 2, we took a higher-level
view, and discussed the semiotic triangle and descriptions of Signs, Minds and Worlds.
Then, we entered the core part of the GSM proposal, and focused gradually from the
generics to the particulars: we discussed GSM-based agent models in chapter 3, moti-
vated and introduced GSMs in chapter 4, discussed the specifics of the proposal (repre-
sentations, processes, modular architecture) in chapter 5, and provided an example of a
real-world implementation on Ripley the Robot in chapter 6. Then, we entered the third
and final part of the thesis, and discussed evaluation, design methods, as well as theo-
retical implications (chapters 7-8), and finished with a discussion of future extensions,
contributions, and significance in chapter 9.

The ultimate vision was stated upfront: truly cooperative Situated Conversational
Assistants (section 1.2.4). The GSM proposal has already been very helpful towards the
vision of truly cooperative Situated Conversational Assistants, and it provides easy in-
tegrability as well as significant leverage towards the extensions that would enable us
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to fulfill the prerequisites of a truly cooperative ideal SCA, whose realization should not
seem as such a distant dream anymore.

9.3.1 Epimetron

In the introductory section, we stated upfront and discussed the vision of this thesis -
SCAs. But taking a higher viewpoint, one might ask: by why do we need SCAs for hu-
manity? Or taking an even higher viewpoint, one should ask: where should SCAs and
intelligent robots fit within the Order of the world? This is a question which would de-
serve deep consideration, and significant future-reaching examination. Thus, I will end
this thesis not with an answer, but with a wish:

May the day come when humans and their artificial partners can co-exist in harmony
and peace, enabling each other to utilize their full potential, and most importantly, help-
ing each other towards fulfilling their true purpose of existence.
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Appendix A

Ripley’s Behavioral Repertoire
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Appendix B

The GSM-based agent model in detail

Here we will have a closer look at the components of the GSM-based Agent Model intro-
duced in section 3.1. The block diagram of the model is repeated here for easy reference
(figure B-1).

Figure B-1: Block diagram of the proposed agent model

.

Situation model, sensory updates (R1, P1), and ExternalReality-to-Sensor model (M1)

The situation model contains a representation of the current situation, as known by the
agent. This representation decomposes the situation into objects (potentially agents),
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which are described through a set of properties, that have continuous values but are
also quantized into categories.

For the discussion that follows, we will provide a quick illustrative example. Con-
sider the situation model contents of an agent equipped with vision and sensing a two-
dimensional image, containing a small green and a large red ball on a white background.
The illustrative example will be an idealized example; we will not focus on all the well-
known problems of computer vision and color perception. Instead, we will focus on how
an observer-independent description of external physical reality (such as some sort of
an infinitely-precise 3D model), is gradually transformed to the information contained
in a verbal description (such as the string "a small green ball and a large red ball"),
through a pipeline of four well-defined stages of transformation. We will also explicate
the representations that will arise at the output of each stage, which will also feed the
next stage1.

For the construction of the situation model, we propose a three-stage sensor-to-
situation model process (or equivalently, a four-stage externalreality-to-situation model
process, if we include M1), with the following stages:

Reality-to-SensoryStream (M1): Spatiotemporally local external reality is projected into
"sensory streams"2] - for example, the physical model of the two balls is trans-
formed to a video stream at the output of the camera of the agent (or a neural
stream at the optical nerve).

Sensorystream-to-IndividuatedStream (P1a): Sensory streams are segmented to "ob-
jects" - in the example: each frame contained in the video stream is segmented to
three sets of pixels (or neural patterns) - belonging in this case to the green ball,
red ball, background.

IndividStream-to-ObjectPropertyList (P1b): All of the segments of the sensory streams
that resolve to a common object are collected, and object properties are calculated
on their basis - For each object, the above pixels are used in order to calculate size,
central position, average color. For example: the average color is found to be (156,
24, 22) for the red ball on some color space

ObjectPropList-to-ObjPropCategList (P1c): Continuous-valued or fine-granularity prop-
erty values are quantized to meaningful categories -Color is quantized to "red",
"green", "yellow" etc., size to "small", "large" etc.

Notice here, that the contents of the situation model, having been produced by this
four-stage pipeline, are essentially a "personalized" subjective view of external reality.
Thus, in general one can try comparing the "personalized" subjective realities of two
agents, and ask what sort of relation exists among them (see section 3.2).

1The final output of the fourth stage of the pipeline, will contain the information similar to that which
is encoded in the "categorical layer" of the triple-layered GSM, while the output of the third layer will
contain information similar to that which is encoded in the "stochastic layer" or the "continuous layer".
Here for simplicity we will assume total certainty in the "stochastic layer", effectively making it equal to
the "continuous layer", and effectively collapsing the discrete distribution over categories of the original
"categorical layer" to a single (certain) category.

2Often called the "sensory projection" stage.
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Not only passive objects, but also agents in the situation model

In some cases, the situation model contains special descriptions for agents. These in-
clude not only descriptions of the agents as a physical object (body), but are also aug-
mented by embedded estimated agent models of them3. Such estimated agent models
of others contain estimates of their situation models, affective state, goals, as well as the
personalized processes operating on them. These estimated situation models of others
are a catalyst towards effective coexistence and cooperation: on the basis of them, one
can decide when he needs to inform the other agent, one can predict the effect of pos-
sible actions on the other agent or its future behavior etc. More on embedded situation
models in 4.3.2, 5.1, and 6.3, and other sections.

Past States and maintanence (R3, P3)

The process responsible for past storage, stores selected snapshots of agent state, in-
cluding situation model state, possibly partial or compressed. It might also discard some
of these snapshots after some time or further compress them for economy. Furthermore,
this process recognizes and maintains a log of "events". In this proposal, by "events" we
denote important changes in the commonsense comprising the agent model. These
changes might either be instantaneous or have duration. Such changes might corre-
spond to first-time appearances of external objects, specific movement patterns of them
etc. An event description contains a temporal descriptor, a general event type, a list of
participants (agents/objects), and further relevant information. For example, an event
descriptor might be:

time: t=t0 to t=t1
type: sound event (type No. 14)
participants: bell (object No. 37)
parameters: ringing sound, high amplitude

Events effectively landmark / segment the stream of the past, and can be referred to
through linguistic descriptions in a similar way that objects can be referred to: "when
the green object appeared" is a reference to an event, while "the small blue object" is a
reference to an object.

Future Predictions (R4, P4)

By having enough exposure to the physical law of his local environment (throughout
evolutionary or personal history), the agent can learn how to make useful predictions
for the future given the past. For example, many living beings seem to make successful
kinetic predictions for physical objects. However, when moving from physical objects
to agents, behavioral predictions become much more difficult, and treating agents as
special physical objects is often insufficient. When predictions about future agent be-
havior must be made, the embedded estimated agent models of others (if any) prove

3As introduced in the first chapter.
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to be invaluable - modeling bodies of agents as purely passive physical objects with no
self-movement usually provides very poor predictions, unless the agent being modeled
is "dead" or "unconscious". Predictions about the future actions of the observed agent
are necessary, and the embedded estimated agent model could be able to provide these.

Action list and Selection Process (R5, P5), Internal State (R2, P2), and Action - to -
External Reality model (M2)

At any given time instant, a decision about whether (and which) actions must be taken
must be made. Here, I will briefly review the five levels of complexity of the action selec-
tion process introduced in chapter 2, also considering together with them their associ-
ated internal state descriptions. Notice that complexity increases greatly as the flexibility
and the temporal planning horizon of the action selection process increases. Also notice
how intricately bound affective state, action selection and goals.

Level-0: Reflexive

At the simplest end of the spectrum, the other agent might simply use a stimulus-
response table for action selection. In order to align such a table with our gen-
eral agent model proposal, we break it up to two components: an instantaneous
stimulus-to-SituationModel table (in P1), and a fixed SituationModel-toaction ta-
ble (in P5). We might further assume that the situation model has no object per-
manence. Therefore, stimuli will instantly produce transient situation model con-
tents which will in turn produce genetically hardwired responses that cannot be
modified. This is what is normally termed the "reflexive" level, and even some
human behaviors belong to it ("hammer" reflex etc.). So in this case the action
selection mechanism is a simple current situation model - to - action table, and
the current situation model depends only on current sensory input.

Level-1: Reflexive with internal state

Now, the internal state is allowed to play a role in action selection. Effectively, in-
stead of one current situation model - to - action table, we have n such tables (in
P5), one for each possible value of the "affective" internal state (R2). Notice that
stimuli do not only change the situation model contents, but also change the af-
fective state. The SituationModel-to- InternalState process (P2) achieves this. It is
interesting how natural it is for humans to "read" emotions in a simple automaton
with a few discrete internal states and appropriately chosen actions. At level-1, the
tables are still genetically fixed, and normally cannot change during the lifetime of
the individual.

Level-2: Conditionable reflexive

Here the effective (stimulus, state)-response tables are not fixed throughout the
lifetime of the individual, but can be conditioned. Notice that some form of mem-
ory is necessary for conditioning. Otherwise, when the reward or punishment ar-
rives, the stimulus-action pair that the organism had tried, and which should be
promoted / demoted, will have been forgotten. Here, part of the initial (stimulus,
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state)-response table should encode a genetically-fixed "learning" mechanism; i.e.
certain stimuli should be special (the "reward" or "punishment" stimuli), and they
should produce internal responses that amount to re-wirings of the remaining
(stimulus, state)-response table. There exist some almost universal reward (food)
or punishment (electric shock) stimuli, that can help condition almost any such
organism.

Level-3: Generally fixed short-term planning

Here the organism doesn’t only select current actions; but also future actions, for
some time window ahead of him. At this level, explicit goals that might change
enter the agent model. Therefore, it becomes worth modeling action selection as
a rational decision procedure. Actions in the action list are considered in turn,
and their anticipated effects predicted (through P4). Then, the resulting predicted
world states are evaluated according to the pursued goal. The actions that result
in preferable world states form the selected plan, which is then executed.

Level-4: Flexible longer-term partial planning

This is a more realistic model for human action selection. We make plans, we
leave details open until they are fixed later, we partially commit to our plans, but
also change or abandon them in case new information demands so. Thus, this
level contains the processes of level-4, but also contains the possibility of leaving
plan details open and coordinating / revising plans before execution.

A hierarchy of minds

Here, we will briefly propose a hierarchy of levels of complexity of minds, which follows
the complexity of the action selection process hierarchy, but also prescribes more char-
acteristics of the agent, such as whether an explicit episodic memory should be expected
to exist etc4.

Level-0: Reflexive, memoryless

Essentially memory-less, or with very short temporal horizon (future/past). Situ-
ation model does not have any "object permanence"

Level-1: Reflexive with internal state

Here the recent past is accumulated into "internal states", and no explicit episodic
memory exists.

Level-2: Conditionable reflexive

Here there might effectively seem to be some "mental maps" of the environment,
and rudimentary memory capabilities.

4Notice that this hierarchy is not restrictive; it just proposes what overall capabilities one should expect
to find in a living organism that has a certain action selection method. For example, the presented GSM
implementation on Ripley the Robot is misaligned with this hierarchy; Ripley has an explicit episodic
memory, short-term prediction capabilities, and rudimentary estimated models of others (level-4 charac-
teristics), but still does not use explicit planning (i.e. has level-1 action selection).
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Level-3: Generally fixed short-term planning

Relatively detailed situation models. Some form of episodic memory. Short-term
prediction capabilities for objects and some familiar agents. However, no explicit
embedded estimated agent models of others or the self.

Level-4: Flexible longer-term partial planning

With embedded estimated agent models of others or self.

Recap

In this appendix, we had a closer look at the components of the GSM-based AgentModel
introduced in chapter 2. More information was given on the role of the proposed pro-
cesses and representations, as well as a rough hierarchy of minds conforming to the
proposed model.
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Appendix C

Pseudocode for GSM processes

In this appendix:

1. Notation is introduced.

2. The processes comprising the GSM operational cycle are analyzed in pseudocode,
and various options are discussed

The GSM operational cycle was described in section 5.2.1, and conceptual descriptions
of the processes given here in pseudocode can be found in section 5.2.2.

Note: A full Bayesian treatment might also be attempted (not described here).

Notation

Assume a property dimension (for example, color) with M-dim measurements (M=3 for
color), and N verbal categories (N=8 for Red, Green, Blue, Cyan, Magenta, Yellow, White,
Black)

Stochastic Layer (L1): Continuous-variable M-dimensional distribution p(x), where x
is an M-dim vector Might be approximated by discrete-variable M-dimensional
distribution, with N1 x N2 bins, covering the expected range of values (rectangular
bins by default - other partitions possible too)

Continuous Layer (L2): xcont = M-dimensional vector, continuous-valued

Categorical Layer (L3): Discrete-variable 1-dimensonal distribution P(C), where C be-
longs to 1 to N

Classifier1: Function C = F(x) where C is integer from 1 to N, and x is M-dimensional
vector (i.e. Verbal Category C = F(measurement value x) might be explicitly known,
or realized as neural net, SVM, nearest-neighbor etc.)

1The "categorical classifier".
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InitL1L2L3) Initialise Distributions
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L1-to-L3) Stochastic-to-Categorical feeding process
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L3-to-L1) Categorical-to-Stochastic feeding process
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Senses-to-L1) Sensory measurement-to-Stochastic feeding process
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Words-to-L3) Speech derived information-to-Categorical feeding process

L1-to-L2) Stochastic-to-Continuous feeding process
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L3-to-Words) Categorical-to-verbal description feeding process

L2-to-actionparam) Continuous-to-action parameter feeding process
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DiffuseL1) Stochastic layer diffusion process
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Appendix D

Designing SCAs

Here, as our ultimate purpose, we will try to provide a brief sketch of how a behavioral
specification (either "grown" from the seed of a psychological test or provided other-
wise1, can be used as the basis for the design of an SCA, in an incremental manner,
which under certain conditions can produce "minimal" or "quasi-minimal" designs.
Such a systematic design method for SCAs is useful in many ways: first, it simplifies the
manual design of such systems. Furthermore, in the future one could foresee a semi-
automatization of the process, in the context of CAD systems for SCAs with reusable
components (see section 9.1.9). Also, the "minimality" or "quasi-minimality" of the
derived designs is useful for economy and leanness, and can be used as an argument
against the adhoc-iness of other approaches. When a designer wants to claim that his
design is better than somebody else’s, some form of optimality proof always comes in
handy.

On our way to discussing the proposed sketch of a design method, we will first in-
troduce a partial ordering of GSM-based systems (section D.1), and then, in section D.2,
we will introduce a generic incremental augmentative method for producing minimal
or quasi-minimal designs, with quasi-minimality defined explicitly in that section. In
section D.3, we will propose a criterion for testing the local minimality of complex sys-
tems that can be decomposable into parts, which we will term the "Jenga" criterion.
Finally, in section D.4, having gathered the right tools on the way, we will deliver what
was promised: a sketch of a practical design method for producing quasi-minimal SCA’s,
given a behavioral specification (such as the one in section 6.2) or a psychological test
(such as the Token Test which was discussed in section 7.4).

D.1 A partial ordering of GSM-based systems

In order for someone to claim optimality of a particular design, given a universe of de-
signs, a testable optimality criterion is needed. This optimality criterion might involve
a scalar-valued metric - in that case, the optimal design is the one which is guaranteed
to maximize this metric (if the metric is a "fitness" metric) or minimize it (if it is a "cost"
metric). But in reality, when searching for an optimal design, the absolute value of the

1For example, such a spec might be the one given in section 6.2.
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metric is of no particular importance; all that we really care for is the ordering of the
metrics corresponding to the designs. Remember: we are just looking for a single "best"
design; we don’t directly care about how much better it is than others. This ordering
needn’t even be a total ordering - not all designs need to be comparable with every other
design. As long as there is a single design that can stand at the top of the partial ordering
lattice, the existence of pairs of designs which are not comparable to each other further
down the lattice poses no problem. And we do not even need the whole lattice; again,
remember, we are just looking for a single "best" design: as long as we can prove that
any other design is worse than the winner, we don’t directly care who comes second or
who comes third.

Here we will thus take this route - we will propose an ordering criterion for the com-
parison of two grounded situation models. The possible outcomes of the comparison of
any two designs D1 and D2 that differ from each other are three: D1 > D2 (D1 is larger
than D2), D1 < D2 (D1 is smaller than D2), D1 * D2 (D1 is not comparable to D2 - thus
the partiality of the ordering).

But how are we going to define this partial ordering for the case of two GSM designs?
According to chapter 3 and appendix B, we have seen that any GSM-based design can
be decomposed into a number of distinct parts (representations Ri and processes Pj).
We will define the partial ordering in the following manner in terms of the parts of two
different designs D1and D2:

D1 > D2: For every representation Ri of D1 it holds that Ri of D2 is a subset of it, and
for every process Pj of D1 it holds that the equivalent Pj of D2 is a subset of it, where by
A subset of B we mean that A contains all of B plus possibly more.

D2 > D1: The converse statement: all reps and processes of D1 are subsets of those
of D2.

D1 * D2: If neither D1>D2 nor D2>D1.
As we shall see, the crucial point for the meaningful applicability of the above crite-

rion is the notion of "incremental augmention" of designs: Say that we have two design
specifications of increasing difficulty: S1 and S2. Now, say that we have devised a design
D1, that fulfills spec S1. Now, say that we are trying to devise a design D2 can not only
fulfill S1, but also the more difficult S2. By "incremental augmentation" I mean: take the
old design D1, and augment it (without changing the existing parts) in order to derive a
new design that not only satisfies spec S1, but also spec S2. Notice that in this case, as
D2 came out of an augmentation of D1, we are guaranteed that D2 > D1 given the partial
ordering introduced above.

Now the question arises: how can we derive a minimal design using the above ideas?

D.2 A generic incremental augmentative method for pro-
ducing quasi-minimal designs

D.2.1 Incremental design using the natural partial ordering

Consider that we are given a list of design specifications (S1, S2, . . . ). We start by pro-
ducing a design D1 for the first specification S1, and then by some argument or test we
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prove it to be a minimal design for it. Then, we consider all possible augmentations
D1i of our initial design that would enable it to cover not only the first (S1) but also the
second specification (S1 and S2), and we choose the smallest augmentation D1best (ac-
cording to the partial ordering criterion - i.e. the augmentation for which D1best < D1i
for every i). Under what conditions will the resulting new augmented design (D2 = D1
augmented with D1best) be optimal for the augmented specification that includes both
the first and second specification (S1 and S2)? The answer should not be difficult to spot
- the resulting new design is optimal as long as:

(Condition 1) There is no design D2’ that would include only part of the initial de-
sign (i.e. where D1 would not be a subset of D2), and which would suffice for both the
requirements of S1 and S2.

But what happens if condition 1 does not hold? Then, we have not retained min-
imality through the augmentation process - in this case, what we have (D2) is not the
minimal design that covers both S1 and S2, but instead the minimal design that can be
derived as an augmentation of D1 that covers both S1 and S2: The minimal solution not
out of all possible designs, but out of the subset of designs which include D1 as a part of
them - thus, this is not the minimal design, but the minimal "augmented D1" design.

Extending this idea and iterating through the list of design specs (S1, S2, S3, . . . ),
once we reach Sn we will have design Dn which covers (S1 . . . Sn), and which is the min-
imal "successive augmentation" of D1. Notice that this design will also be the globally
minimal design only if:

a) D1 was minimal for S1
b) condition 1 continued to hold at each augmentation step
Else, it will just be the minimal "augmented Dn-1" design, and not the globally min-

imal design.

D.2.2 Quasi-minimal designs

Such designs, which were produced by the above procedure of successive augmenta-
tions, and where condition 1 did not necessarily hold in all augmentation steps, we will
call "quasi-minimal" designs2.

D.2.3 Generic method for producing quasi-minimal designs

Thus, we propose the following generic method for producing either minimal (or at least
quasi-minimal) designs: Given a list of design specs Si, i=1 . . . n:

- Derive a minimal design D1 for spec S1
- Augment D1 with minimal parts D1’ in order to cover spec S2
- Augment D2 with minimal parts D2’ in order to cover spec S3
- And so on, until we reach the desired Dn.
The final design Dn will be globally minimal as long as condition 1 holds at every

step, or else it will just be "quasi-minimal".

2Similar to "greedy".
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But how reasonable is this method? In nature, evolution proceeds by quasi-continuous
steps: patches are applied on top of existing subsystems, and / or existing subsystems
are gradually modified to order to better adapt to new requirements. Thus, nature seems
to be roughly following the proposed method, at least in the case of patches. In the
case of GSM-based systems, as we have already decomposed the design into a set of
processes and representations, each of which consist of well-defined parts that are aug-
mentable, the above generic method seems to be quite suitable, as will be further il-
lustrated by the design example that is discussed in detail in [Mavridis2005c], where a
quasi-minimal design that passes the Token Test which is derived in detail. This design
example that passes the Token Test that is described in [Mavridis2005c], is based on the
GSM-specific adaptation of the above generic method, which will be given in the next
section of this chapter.

D.3 A criterion for the local minimality of a given design

Now, having introduced a generic method that is guaranteed to produce minimal or
quasi-minimal designs, we will introduce a criterion that can be used in order to test
whether a given design is locally minimal - a criterion that can be used either on its
own, or as a method of verification for designs produced by the generic design method
described above.

This criterion will be termed the "Jenga" criterion, and it can guarantee that a pro-
posed design is a local extremum in a design space. The criterion is simple to state:

a design is locally optimal if both of the conditions below hold:
a) it fulfills the design specifications
b) removal of any of its parts, will make it fail to fulfill the design specifications.
The intuition behind the criterion comes from the "Jenga" game; the removal of any

single brick from the tower might make it collapse; a locally optimal tower (in terms
of the number of bricks) is a standing tower with the property that, if any single brick
was removed, it would collapse. This criterion will be applied to the final design that
will result from the incremental procedure. If the criterion holds than it will prove local
optimality; if it doesn’t it can be used as a way to "prune down" the design. Finally,
it is worth noting that a pathway towards easy further expansion is naturally provided
through this methodology. When given new specifications, one just needs to start the
incremental design procedure with the previous final design as the new initial design.
The old final design will be augmented, in order to cover the new requirements, and will
not need to be expensively totally redesigned ex nihilo.

Let us summarize what we have seen so far. A natural partial ordering of GSM de-
signs was proposed. This ordering does not necessitate the explication of cost values
for components of designs. It most importantly enables us to use an incremental de-
sign procedure that guarantees quasi-minimality of the resulting design as long as the
augmentations are the smallest possible, and also to guarantee not only quasi- but also
full minimality as long as a condition holds. We then discussed whether the generic
method is realistic. Finally, a criterion for local optimality of a design was proposed - the
Jenga criterion. This criterion can be applied to a derived design that results from the

254



Figure D-1: An illustration of the Jenga Criterion, applied to checking the quasi-minimality of
solutions for a toy problem: given the blocks [1,2,3,7,2,1], find the minimal design that satisfies
the requirement sum > 10

incremental design procedure, to prove its local optimality, or to help to further prune
it down. Regarding the virtues of the Jenga criterion, it is simple to state, easy to apply,
and can be used directly for the case of GSM-based designs, as we shall see. When a
design is produced through the design method that we will propose (or otherwise), it
can then be proved as quasi-minimal through an application of the Jenga criterion - and
this is its real value. This criterion will be utilized in the next section, as the final step of
the promised proposed methodology that will be used for deriving quasi-minimal GSM
designs, given a behavioral spec or a psychological test, which resulting designs are fur-
thermore naturally expandable.

D.4 A sketch of a practical design method for quasi-minimal
SCAs

The proposed incremental method starts from either a psychological test or a behavioral
specification, and in the end creates a quasi-minimal SCA that passes the test and the
wider domain of the test / meets the specification, where local optimality is also tested
for the final end-product through the Jenga Criterion defined in the previous section.
During the application of the method, the design under derivation is incrementally aug-
mented, and all the intermediate designs are also quasi-minimal.

The steps of the method are the following:

255



Starting from a psychological test:
S1) Roughly arrange the questions in groups in order of increasing difficulty.
S2) Starting from the easiest, consider each of the above groups in turn:
S3) Use the questions of the group under consideration as a "seed" for growing the

targeted area that was targeted by them3.
S4) Using the general GSM-based agent model presented in chapter 34, consider

each representation / process specified (Ri/Pi), and augment5 it with content that en-
ables them to fulfill the requirements of the behavioral area targeted by the group of
questions under consideration.

S5) If there is a way to fulfill the requirements of the previous groups of questions
AND those imposed by the current with content of less size6 than the originally plus the
augmented, use this way7.

S6) If any question groups are left, go back to S3. Else, proceed.
S7) Apply the Jenga Test to verify that indeed you have a quasi-minimal design, by

considering subtracting any part of the derived design and showing that the smaller de-
sign would not pass the test.

Step S5 above8 is needed only when we want to target full minimality, and not only
quasi-minimality.

The above method can also be modified for the case of starting from behavioral spec-
ifications, and not psychological tests. In that case, step S3 is not required - the spec
does not need "growing", and all of the previous steps apply, by replacing "questions"
with "parts of spec".

A detailed example of the use of the above proposed method is given in [Mavridis2005c],
for the case of deriving a minimal SCA that passes the "Token Test", which was intro-
duced in chapter 7.4.

D.5 Recap

In this appendix, as our ultimate purpose, we tried to provide a brief sketch of how a be-
havioral specification (either "grown" from the seed of a psychological test or provided
otherwise, can be used as the basis for the design of an SCA, in an incremental manner,
which under certain conditions can produce "minimal" or "quasi-minimal" designs.

On our way, we first introduced a partial ordering of GSM-based systems (section
D.1), and then, in section D.2, we introduced a generic incremental augmentative method
for producing minimal or quasi-minimal designs, with quasi-minimality defined explic-
itly in that section. In section D.3, we proposed a criterion for testing the local mini-

3In the the manner discussed in the previous chapter - the "three commandments" of section 7.5.
4The interested reader can also take into account the considerations exposed in the design example

that passes all of the Token Test, which is described in detail in [Mavridis2005c].
5Augment without subtracting previous content.
6Fewer component parts of the representations Ri and processed Pj (see chapter 3 that comprise the

system.
7If no such way exists, then condition C2 of the previous section holds. Else, we have to go through this

step if we want guaranteed minimality and not only quasi-minimality.
8Corresponding to condition 1 mentioned before in section D.2.
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mality of complex systems that can be decomposable into parts, which we termed the
"Jenga" criterion. Finally, in section D.4, having gathered the right tools on the way,
we delivered what was promised: a sketch of a practical design method for producing
quasi-minimal SCA’s, given a behavioral specification (such as the one in 6.2) or a psy-
chological test (such as the Token Test, which was described in 7.4).
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