
Chapter 18
Social Networks and Recommender Systems:
A World of Current and Future Synergies

Kanna Al Falahi, Nikolaos Mavridis, and Yacine Atif

Abstract Recently, there has been a significant growth in the science of networks,
as well as a big boom in social networking sites (SNS), which has arguably had
a great impact on multiple aspects of everyday life. Since the beginnings of the
World Wide Web, another fast-growing field has been that of recommender systems
(RS), which has furthermore had a proven record of immediate financial importance,
given that a well-targeted online recommendation often translates into an actual
purchase. Although in their beginnings, both SNSs as well as RSs had largely
separate paths as well as communities of researchers dealing with them, recently
the almost immediate synergies arising from bringing the two together have started
to become apparent in a number of real-world systems. However, this is just the
beginning; multiple potentially beneficial mutual synergies remain to be explored.
In this chapter, after introducing the two fields, we will provide a survey of their
existing interaction, as well as a forward-looking view on their potential future.

Introduction

Network science, arguably having its beginnings in the 1700s with Euler’s Seven
Bridges of Knigsberg [1], has passed through a number of important stages,
including the creation of graph theory [2], the sociogram, and the advent of
social network analysis [3], culminating in the recent boom and solidification as
a discipline. Just a little after, some of the most important recent results, such as
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the development of scale-free networks [4], the first social networking sites (SNS),
started to appear [5], and within less than a decade, Facebook has more than 6% of
the world’s population as active users.1

In parallel to these developments, since its early ARPAnet days (1969), the
Internet, even more so after the creation of the World Wide Web (1991) and
the wide-spread use of early graphical browsers (mosaic, 1993), has rapidly been
utilized as an important platform for a host of activities that are essential to
modern daily life: communication, information-seeking, education, as well as,
quite importantly, business and e-commerce. One of the most important aspects
implicated in successful e-commerce is the ability to identify products or services
(items) in which people (users) might be interested in to estimate their interest
ratings, and then to recommend such items to users, in order to have the users
potentially purchase the items.

This is the central problem that recommender systems (RS) are targeting and it is
quite an important problem, for users, merchants, as well as society at large. When
it comes to merchants, the immediate and tangible economic benefits of a successful
recommendation in terms of increasing sales and creating revenue are obvious.
When it comes to users (potential buyers), nowadays, they are often overwhelmed
with a multitude of choices and options in their online business experiences, while
at the same time they have limited resources and free time to invest in the selection
process. Hence, there is an increasing need for using recommendation support to
overcome this problem and provide users with personalized recommendations on
different items such as books, movies, music and news. Furthermore, the basic ideas
behind recommender systems can be applied not only narrowly to purchasing and
business, but can be extended to a wider context, for example within the social
realm, in which such systems could recommend acquaintances for personal or
professional relations, which could potentially increase collective social capital [6].

In terms of their underlying theory driving their implementation, Recommender
Systems (RS), although having their roots in a number of disciplines, such as
forecasting theories [7], information retrieval [8], approximation theory [9] and
consumer choice modeling [10], started solidifying as an area in the 1990s, and
today are at the heart of many multibillion dollar e-businesses, such as Ama-
zon [11], Netflix and MovieLens [12]. At the heart of the problem of creating a
successful recommendation is the ability to generalize from known or estimated
attributes of items and users, and possibly also from existing ratings, in order to
predict yet unknown ratings of items from users, towards the ultimate goal of a
successful purchase. Thus, in order to create such a successful recommendation,
one needs to possess information (data) as well as processes (algorithms): the
required information usually consists of a database of users and items, together with
adequate attributal information about them, and possibly similarity spaces for the
two domains (users and items), as well as an algorithmic/mathematical means of
creating and updating predictions on the basis of this information.

1http://www.facebook.com/press/info.php?statistics
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And this is exactly the first obvious point of beneficial contact between social
networking sites (SNS) and recommender systems (RS): there is a wealth of
information about users, their attributes and preferences, as well as their relations,
within social networking sites (Synergy I). Furthermore, a second easy observation
that provides a strong basis for synergies has to do with social networking sites
as a popular locus for online life: users spend an important percentage of their
online time [13] in SNS. Thus, SNS are an ideal platform, not only for gathering
information useful for creating recommendations, but for actually presenting these
recommendations to users (Synergy II). Furthermore, in social networking sites,
there is a need for recommendation not only of products and services but of
individuals or groups, with which the user can potentially became related to, in
a personal or professional fashion. And this creates the third domain of strong
potential synergies (Synergy III) between RS and SNS, as we shall discuss, together
with other potential synergies.

The rest of this chapter is organized as follows: The section “Social Networks”
presents background on relevant research on social networks and sites, while
sections “Recommendation Techniques” and “Recommender Systems Limitations”
discusses recommender systems with their underlying techniques and algorithms
as well as the limitations in these systems. In section “Recommender Systems in
Social Networks”, after talking about shortcomings of recommender systems, we
discuss how these have been and can be potentially further addressed through their
synergies with social networks, followed by sections on future work and conclusion.

Social Networks

In the traditional way, businesses use to reach consumers via advertisements through
TV and radios cannot satisfy all users as they are generally broadcasted to all users
regardless of their personal preferences. The online space provides more efficient
approach by allowing users to view products based on their desires especially with
the usage of social networks. The web has become more social and data is generated
in real time. Famous social networks, such as Facebook and Twitter, are good
examples for such evolving social web. These social network websites provide a
rich environment for performing recommendations.

Social Networks Definition

Social networks are built from a group of people who share the same interests,
backgrounds, and activities. In social networks, people can communicate with each
other in many ways. They can socially share and upload files such as images, videos,
and audios to their profiles. Social networks consist of nodes that are the actors in
the network. These nodes might be a user, a company etc. The nodes are linked
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to each other through connections or ties. In social networks, these connections
represents the relationships between nodes as friendship, partnership, kinship, etc.
The number of nodes is changing and expanding specially on the web as new web
pages and profiles created everyday [14].

There are different properties that social networks provide here we will define
two main concepts:

1. Profiling where each user has his own profile, which represents the user’s
preferences and interests

2. Linking between users, which make it easier to analyze relationships among
users

3. The ease of data extraction from social network sites

User Profile

Usually individual corporations such as Google and Yahoo! moderate online social
networks sites. Most of social networks provide their functionalities for free to the
users. Though some social networks need the users to register in order to gain access
to the full facilities of the website. Personal information about each user is stored
in his/her profile. A profile is a collection of user information that shapes the user
identity on the Internet [15]. These profiles contain information about the user as
well as his/her interests.

User Connections

The main goal of social networks it to connect people, thus each user in a social
network can establish a link with other users in the network. Figure 18.1 shows
the different relationships that occur in social networks. An example would be
the concept of following in Twitter where a user (creator) can follow other users
(targets). A full connection between the creator and the target is established if
both are following each other. In the case of Twitter example, the full connection
will allow additional functionalities such as the ability of sending private messages
between users. Users create these connections in order to follow each others’
contributions, especially if they are of the same interest.

Data Extraction

Data extraction from social network sites is easy, as many studies done in the
field of data collection and extraction from social network have shown is done
through introduction of datasets. One dataset is presented in [16] where the
researchers introduced a social network dataset based on Facebook. They studied
the users, interest as well as the relationships between them.
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Fig. 18.1 Social graph: the
pattern of social relationships
in social networks

Understanding the structure of social networks will help evaluating the strength,
weaknesses, opportunities and threats associated with them. Many such works have
been done in the field of social networks analytics. One of the most popular papers is
Milgram’s “The Small-World Problem” [17] where the earliest experiment about the
six degrees of separation was investigated. Milgram studied the average path length
for social networks in the United States and suggested that we live in a small world.
Watts also studied the mathematical analyses of the small world structure [18] as
he examined the small world systems and discussed the problem of measuring the
distances in social world and he studied examples of real small-world networks.

Recommendation Techniques

In mid-1990s recommender systems started to evolve as an independent research
area as researchers started to focus on business ratings [19–22]. The problem with
recommender systems is related to rating items that have not been seen by the
user. When the recommender can estimate the rating for these unrated items, then
it can recommend new and varied items to the users [19]. Different algorithms
have been introduced over the last decade, both in academia and industry. Online
vendors such as Amazon and Netflix used some of these recommender systems for
commercial purposes. These systems are used to predict user interest in a new item
based on his previous ratings on other items. Customers become more satisfied when
the system predicts more.

These companies invest in improving such systems to have accurate items
recommendations. For example, Netflix announced an open competition in 2006
with a prize of US $1,000,000 for the best algorithm that predicts user interests in a
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movie.2 Recommender systems have attracted much attention since the publication
of the first papers in collaborative filtering [20–22], but they still need further
improvement in order to produce more effective results [19]. These improvements
include better methods to represent user behavior and improve the prediction
accuracy. Recommender systems are now an important part of many e-commerce
sites and in this chapter we will study the current methods of recommender systems
for social networks with their different limitations.

In general, recommendation environment can be represented as follows [19]: Let
U be the set of all users and let I be the set of all items that can be recommended.
The spaces U and I can be very large as the number of users and items respectively
might be over a million in some cases [19]. u is the user for whom recommendation
needs to be generated and i is some item for which we would like to predict u’s
preferences. And let f be the utility function that measures the importance of item
i to user u (f : U � I ) R), where R is a set of nonnegative ordered values within a
specific range, where the utility function for a specific item is represented by ratings.
We need to select the item i 0 2 I that maximizes each user u 2 U utility. This can
be represented through the following formula.

8u 2 U; i 0
u D argmaxei2I f .u; i / (18.1)

There are different ways to calculate the utility function. It can be defined by
the user or calculated by an application [19]. User ratings are triplets (u,i,r) where
r is the value assigned by the user u, to a particular item i. Usually this value is a
fixed subset of the real numbers or a binary variable. In the user’s space U, each
user is represented by a profile that includes different attributes such as the user
ID, age, gender, income, etc. a simple profile could contain the user ID only. Also
each item in the items space I is represented by a set of characteristics. For example
when recommending books each book can be represented by its ID, title, author,
etc. Fig. 18.2 shows the users and items in the U � I space.

The problem with recommender systems is that the utility function f is not
defined on the whole space U � I but on a part of it [19]. When the utility
function is represented by ratings generated by the users, then the users will rate
items that they previously seen while the other set of items is still unexplored
and unrated. An example of user-item rating matrix is represented in Table 18.1
for a book recommendation application as on Amazon. Ratings are scaled from 1
to 5. The symbol � indicates that the user did not rate the corresponding book.
Therefore, the recommender system must predict the missing ratings for each user-
book combination and perform an appropriate recommendation based on that.

The problem of unrated has been approached in two different ways: (1) spec-
ifying heuristics that define the utility function and empirically validating its
performance and (2) estimating the utility function that optimizes certain perfor-
mance criterion, such as the mean square error. Recommender systems are classified

2http://www.netflixprize.com

http://www.netflixprize.com
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Fig. 18.2 Users and items
in the U � I space

Table 18.1 A fragment of a
rating matrix for a book
recommender system

User Freedom
The warmth
of other suns Unbroken Matterhorn

John 1 5 4 �

Alice 3 3 5 2
Mark � 4 � 4
Bill 4 5 1 3

according to their way of estimating unrated ratings. Next we will present the
different classifications and will survey these different techniques used to perform
recommendations. Table 18.2 summarizes the recommendation techniques used in
content-based recommendation and collaborative recommendation . Recommender
systems are classified into the following types [9]:

1. Content-based recommendations
2. Collaborative recommendations
3. Hybrid approaches
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Table 18.2 Recommendation techniques

Technique Background User input Process

Content-based Features on
items in I

U’s ratings of
items in I

Generate a classifier that
fits u’s ratings behavior
and use it on i

Collaborative Ratings from
U on items
in I

Ratings from
u on items
in I

Identify users in U similar
to u, and extrapolate
from their ratings on i

Content-Based Recommendation

In content-based recommendation, users are recommended items based on their
previous preferences [23–25]. In another way, the utility function f (u; i ) of an item
i for a user u can be estimated based on the ratings assigned by the user u to all
the items in 2 I that are similar to item i. For example, to recommend a book
i to user u, the content-based recommender system will get the previously rated
books by user u and then the books with highest similarity to the user preferences
are recommended. In content-based recommenders the recommendation is based
on the item itself rather than the preferences of other users [23, 24, 26]. Moreover,
in this approach, users can help the system in providing initial ratings and the
system can build a unique characteristic for the user preferences without matching
them with someone else’s interests [24]. Figure 18.3 represents the content-based
recommendation approach.

A typical system would show a summary of items to the user and allow the user
to click on an item to get detailed information. For example, Amazon would present
a page with books summary and then the user would select one book to read the
details and purchase the book if interested. As websites represent the items in a
graphical way, but in the server these items are stored in databases. As we said
earlier, there could be millions of items in the database, so we need to find a way to
show a part of them to the user [27].

Content-based systems are based on previous researches done in the field of
information retrieval, so they focus on recommending items that contain textual
information as in documents and websites (URLs) [19]. They improved over the
traditional information retrieval approaches by using user profiles [19], which
contain information about the user tastes and preferences. These profiles can
be generated using implicit (learning from users behaviors) or explicit (through
questionnaires) approaches. Items are stored usually in databases. Each item is
represented by a set of variables, attributes or characteristics. And each record will
contain a value for each attribute. The table uses a unique identifier for each item to
distinguish items that have common values such as title. The data is called structured
if the items are described by the same set of attributes and the value range of these
attributes is known [27]. The data is unstructured if there is no attribute names with
well-defined values. Instead, they contain a paragraph or a text that describes the
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Fig. 18.3 Content-based
recommendations

item, such as news articles. Analyzing natural language is very complex as the
same word could have many meanings. For example, Grey would represent a color
and a name, and power and electricity would refer to the same thing. Some data is
represented in a semistructured way as they have some attributes with defined values
and free text fields [27].

As we mentioned before, content-based recommender uses text-based items. The
content of these items is represented through keywords. One example is LIBRA,
which is a content-based book recommender proposed by Mooney and Roy[24]
that uses information extraction techniques in order to extract information from
Amazon for each title. Also in Fab System, the content is represented by the most
100 major words in order to recommend web pages to users. Similarly, Items are
represented through keywords in [28] and the Syskill and Webert system [23]
represents documents with the 128 most informative words. The importance of a



454 K.A. Falahi et al.

keyword in a document can be measured by using some weighting measures such
as term frequency/inverse document frequency (TF-IDF) measure [8, 30]. The TF-
IDF value for a keyword k in a document d is defined as follows:

wk;d D tfk;d � log

�
n

dfi

�
(18.2)

where tfk;d is the number of occurrences of k in d, N is the total number of
documents and dfi is the number of documents containing k. of the other methods
presented in [31], they represent each term t by a distribution of terms (vector) that
is typical of the documents in which t occurs. The limitation of the content-based
recommender will be described in the discussion section.

Collaborative Recommendations

In collaborative recommendations, the user is recommended items that people with
similar tastes and preferences liked in the past [21, 32]. In other words, the utility
f (u,i) of item i for user u can be estimated based on the ratings assigned to item i by
users un 2 U who are similar to u. For example, to recommend a book i to user u,
the collaborative recommender system will find the set of users who share the same
interest in books with user u then the books that are most liked by the similar users
is recommended to user u. Figure 18.4 shows the collaborative recommendation
approach. The first collaborative recommender system is Grundy [14], which uses
stereotypes to build models for users by building the individual user models and
then use them to recommend books to each user. Another system is Tapestry that
uses individual users to identify other similar users manually [15]. GroupLens [33]
is also one of the first groups to use collaborative filtering for Usenet news. Other
early collaborative filtering recommender systems are Video Recommender [20]
and Ringo [22]. Other recommender systems proposed such as Amazon book
recommendation systems, PHOAKS that is used to help people find information
on the WWW [34] and the joke recommender system Jester [35].

Collaborative recommendation can be divided into two categories: (1) memory-
based and (2) model-based. In memory-based algorithms [21, 22, 32, 36, 37] the
unknown rating of an item i for a user u is calculated based on the ratings of
other users, who are similar to user u, for the same item i. The similarity between
users is calculated as a distance measure. Different user similarity measures could
be used as long as the result is normalized with a normalization factor [19]. One
of the similarity measures that could be used is the correlation where Pearson
correlation coefficient is used to measure similarity [21, 22]. Another similarity
measure is cosine-based [25, 32] where the two users are represented as two
vector in m-dimensional space and the similarity is measured by computing the
cosine angle between them [19]. Model-based algorithms [32,35,38–43] use ratings
to build a model, which is used then in predictions [19]. Different approaches
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Fig. 18.4 Collaborative
recommendations

are introduced to learn the model such as [32] that proposed two probabilistic
models: cluster model (where similar users are clustered into classes) and Bayesian
network, where the rating value of each item is determined through the states of
each node. Statistical model is proposed in [43] where they compared different
algorithms such as K-means and Gibbs sampling that are used to predict the
model parameters. Other collaborative filtering techniques are proposed such as
Bayesian model [44], probabilistic relational model [39], linear regression [25]
and maximum entropy model [42]. The main difference between memory-based
and model-based algorithms is that model-based algorithms estimate the ratings
through using statistical and machine learning approaches to learn a model from
the underlying data, while the former use some heuristic rules to predict the ratings.
It is possible to combine both techniques [45] (memory-based and model-based),
which will result in more reliable recommendations than using one technique alone.
Collaborative recommendation systems also suffers from limitations as mentioned
in [28] and [46]. We will describe these limitations in the discussion section.
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Hybrid Recommendations

In hybrid recommendations, the systems use a combination of collaborative and
content-based methods that tries to get over the limitations of both the systems by
combining them [28]. These systems can be classified according to the following
list [19]:

1. Implementing collaborative and content-based methods separately and then
combining their predictions

2. Integrate some of the content-based features into a collaborative approach
3. Integrate some of the collaborative features into a content-based approach
4. Combines both collaborative and content-based methods

1. Implementing collaborative and content-based methods separately and then
combining their predictions: In this type of hybrid recommendation, content-
based and collaborative systems are implemented separately and then the
recommendation results are combined using linear combination, ratings [47] or
voting scheme [48]. Some quality metrics could be applied to choose the best
way that gives recommendation with quality.

2. Integrate some of the content-based features into a collaborative approach: Many
hybrid recommender systems such as Fab [28] and collaboration via content [48]
are using the traditional collaboration with the aid of content-based approach
for maintaining user profiles. These profiles are used then to measure similarity
between users. This will solve different problems as when not many users have
enough number of commonly rated items [48]. Also users will be recommended
items directly when the items have high score against the user profile [28].

3. Integrate some of the collaborative features into a content-based approach: The
dimensionality reduction technique on content-based profiles is the most used
approach in this kind of recommendations. User profiles are represented as
vectors and some normalization techniques is used to reduce the dimensionality
as in [49] that uses latent semantic indexing (LSI) to create a collaborative view
of a collection of user profiles which results in improving the performance that
using only content-based approach.

4. Combines both collaborative and content-based methods: Many researchers
use this approach as they propose to combine collaborative and content-based
approaches as in [50, 51] where a combined probabilistic method is proposed to
combine collaborative and content-based recommendations. Knowledge-based
techniques [52] could be used in hybrid recommendation to address some of
the limitations such as new user and new item problems [19]. One example of
knowledge-based recommender systems is Entre [53] that uses the knowledge
cuisines and food to recommend restaurants to the users. Just these types suffer
from the need for knowledge acquisition [19].
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Different researchers [28, 48, 49] and [54] compared the performance of hybrid
recommendations against the collaborative and content-based approaches. They
found that hybrid approaches can provide more accurate recommendations than
using just collaborative or content-based methods [19].

Recommender Systems Limitations

There are different limitations for using recommender systems. The most two
distinct but related well problems are new user and new item problems. A new user
with few ratings becomes hard to recognize in recommender systems. Similarly
a new item with few ratings cannot be easily recognized by the recommendation
system, so there is a need to encourage users to rate items in such systems [53]. In
this section, we will discuss these limitations for each recommendation technique
and we discuss how to extend these systems.

Content-Based Recommendation

Content and Keywords Limitations

To perform content-based recommendation, the system needs the list of important
keywords associated to an item. To find this list, item contents need to be represented
in a format that is automatically parsed by computers as in texts or assign the
keywords manually to the items [19]. Keyword extraction techniques such as
information retrieval are used in recommender systems. But these techniques cannot
be applied on data types other than texts such as video, audio or graphics, which
lead to a limitation on content-based recommender systems. Another problem
occurs when two items are assigned the same set of keywords, which makes them
indistinguishable since the content-based systems uses these keywords to predict
recommendations. Using the same set of keywords will lead to inaccurate results as
the systems will not be able to distinguish between well-written book for example
and badly written book [22].

Insufficient Recommendations for New Users

To have accurate a reliable recommendation, the user needs to rate sufficient number
of items, as this is the base for content-based recommendations. The system will
not be able to predict good recommendations if the user is new in the system and he
rated only a few items.
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Collaborative Recommendation

Insufficient Recommendations for New Users

As with the content-based recommendation, in order for the system to predict
accurate recommendations, it needs first to understand the user’s preferences based
on the ratings he gave. Researchers used different ways to solve this problem,
such as using hybrid recommendation approaches through combining content-based
and collaborative techniques as discussed in the sections “Social Networks” and
“Recommendation Techniques.”

Insufficient Ratings for New Users

Collaborative recommender systems perform recommendation based on user pref-
erences; so for a new item to be seen and recommended by the system a sustainable
number of users must rate it. Hybrid recommendation approaches are also used to
solve this problem as discussed in the sections “Social Networks” and “Recommen-
dation Techniques”.

Recommender Systems in Social Networks

What Can Social Networks Provide to Recommender Systems?

In our daily life, we rely on recommendations from other acquaintances to choose
the best products to buy. Nowadays people are depending on the Internet to make
their decisions. The Internet alone could not provide the users with sufficient
suggestions for their needs as it contains many products and services. So social
networks become pivotal for generating recommendations, as integrating recom-
mender systems in social networks will add new intuitions and observation that
cannot be achieved through using traditional recommenders. Which produces more
accurate and efficient recommendations results? We will summarize these intuitions
in the following points: (1) relations between users; (2) improve performance; (3)
better recommendation for unrated items; (4) user content-based as recommendation
source.

Relations Between Users (Social Influences)

Traditional recommender systems do not take the social relationships between users
into consideration [55] even though the studies of measuring the importance of
social influence [56, 57] has been performed long time ago. When friends tend
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to recommend products, other friends will accept these recommendations most of
the times, as they trust each other. Businesses that adopted in their recommender
systems the relation between humans have achieved a huge success. For example,
Hotmail used social influence to reach 12 million subscribers just in 18 months
with a marketing budget of US $50,000. Hotmail spread all over the world even
in countries they did not make any advertisements such as Sweden and India [58].
This shows that people relations are powerful when making decisions on buying
products [55].

Improve Performance

Integrating social networks will improve the performance of recommender systems
on different levels as (1) prediction accuracy and (2) similarity between friends [55].

Prediction Accuracy

Understanding the relations between users and their friends as well as the infor-
mation obtained about them can improve the knowledge about user behaviors and
ratings [55]. As a result, predicting user preferences will become easier to infer,
which will improve the prediction accuracy.

Similarity Between Friends

Through using social networks, recommender systems will no longer need to use
similarity measures in order to measure the similarity between users [55]. When
two people are friends, in social networks, we can infer that they share the same
interest.

Better Recommendation for Unrated Items

When integrating recommender systems with social networks, the recommender
system will be able to recommend items to users even if they have not rated them.
This happens based on the preferences of the user’s friends [55].

User Content-Based as Recommendation Source

There are two main sources for traditional recommender systems, which are the
free text fields and the ratings [59]. Comments are used in e-commerce websites to
increase the revenue [60, 61]; they allows users to get the experience of other users
with a certain product [62], which makes this method very popular to be integrated
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in e-commerce websites. But those customer reviews are not accurate as a study
showed that the ratings are either of extremely high or extremely low [63]. For
that, some studies proposed to use social networks as a data source [59]. They used
different text mining techniques, as well as web logs and trustful social networks
for allowing the customers to get accurate and satisfaction reviews.

How Can Recommender Systems Use Social Networks to
Perform Recommendations?

The different properties of social networks encourage the research in the field
recommender systems integration with social networks. These studies are varied
and spread over wide areas such as, network value, trust, social tagging, etc.

There are different studies [64, 65] for measuring the network value from
analyzing the ability of the customers to influence their friends to buy new products.
According to [64], the customers with high influence could leverage the profit of the
company.

Trust is also another field related to integrating recommender systems with social
networks. It is defined by [66] as the level of subjective probability where each agent
helps another agent to accomplish a future behavior. And in social networks the
users prefer to get recommendations from their friends. The social relations between
users in social networks infer new studies in the field of recommending with trust.
People prefer to get recommendations from their friends rather than from a general
recommender system [67]; moreover, users prefer to get recommendations from
trusted systems [68] and there is a strong relationship between user similarity and
trust [69]. In [70] they proposed a distributed trust-based recommendation system
on a social network. In their method, the social network needs to have friendship-
trust values associated with each field. Then they used a model to compute the trust
values between nonadjacent nodes. Each node is assigned a knowledge base to list
the vendor preferences (assigned with rating) that the node has for various products
and services.

Recommending Users and Groups

In social networking sites, there is a need for recommending users or groups with
which the user can potentially became related to, in a personal or professional
fashion. There are many researches related to recommending users. Most of these
researches build their models based on Facebook and Twitter as they are the most
well-known social networks nowadays. One research [71] proposed Twittomender
that recommends Twitter users to each other. They used content-based search to
check the content of the tweets and collaborative filtering to check the followees and
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followers of users as well as some hybrid strategies to perform the recommendation.
In [72] the authors implemented a system to recommend friends on MySpace. They
address issues related to the size of the graph, as it was very huge, keeping the
graph up to date and producing friends recommendations using the graph. The
system consists of the friend graph manager that manages corresponding portion
of the friend graph, the recommendation generator, the recommendation repository
manager, and the feedback manager. The challenge with recommending users is how
to preserve the privacy of those users specially with the increasing identity theft and
web crimes. If the users do not trust the systems, there will be missing attributes that
will weaken the generated recommendations.

Future Works

Recommender systems have bright future especially when they combined with
social networks. These social networks can provide real time information, relations
and connections between different users in the network. Moreover, social networks
improved the recommender systems and leveraged them to a new level. So there
is a need to study these social networks to understand more the different relations
between users. Recommender systems are used now in many businesses to allow
businesses to increase traffic, have greater engagement with users, customize the
user experience and gain financial benefits [73]. These recommender systems will
have potential importance in the future and would be used in (1) engines that identify
content on the Internet, (2) the entertainment industry where everything will move
to on demand, and (3) advertisement industry [73]. Moreover, adding recommender
systems to search engines will generate a new area in which recommender systems
would grow. In our future work, we will extend the chapter to cover more issues in
recommender systems such as social tagging, scalability, and privacy as these are
important issues that need to be addressed and studied extensively.

Conclusion

Much research has been done in the field of recommender systems that helped
in improving such systems to produce accurate recommendation results. Social
networks and virtual communities with their capabilities of providing user profiles
and relations between users added a new way of performing recommendations.
In this chapter, we presented social networks and recommender systems. Recom-
mender systems are used in many applications and industrial companies such as
Amazon [11] and MovieLens [12]. We discussed the different techniques used
for recommendations and categorized them as follows: (1) content-based recom-
mendations, (2) collaborative recommendations and (3) hybrid recommendations.
There are limitations in content-based and collaborative recommendations. Hybrid
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recommendations are used to address the problems of collaborative and content-
based approaches such as new user and new item problems. We also discussed
the importance of integrating recommender systems in social networks and the
different researches done in that field. Real-life recommender systems are very
complex and therefore need advanced techniques that can consider many factors
during the recommendation process. This leads to the need for developing more ad-
vanced recommender systems that can satisfy the customers by providing accurate
recommendation based on the different preferences of these users.
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